Identification of multiple leaks in pipeline III: Experimental results
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Abstract

Identifying multiple leaks in a water supply pipe is challenging because pipe systems are complex and many parameters need to be estimated. In order to solve this problem, in Part I and Part II of the series of papers Wang and Ghidaoui (2018, 2019), a linearized model of transient wave in pipes was introduced, a maximum likelihood (ML) scheme to estimate leaks was proposed (for large leak number, the iterative beamforming method was used to simplify the ML solution), and the model selection methods were used to decide the leak number. In the present paper (Part III), these methods are experimentally justified via transient tests from a newly-built high-density polyethylene (HDPE) pipe system in the Water Resources Research Laboratory at the Hong Kong University of Science and Technology. Since the experiments are conducted in a viscoelastic pipe, the previous transient wave model (for elastic pipes) is modified to quantify the viscoelastic behavior of pipe wall. Experimental results with two and three leaks show that the proposed approaches are able to accurately localize the multiple leaks and decide the number of leaks.

1. Introduction

Leakage detection in water supply systems is an important societal problem. Transient-based detection methods (TBDMs) [1–18] have been widely-used which detect leaks by introducing hydraulic transient waves and analyzing their reflections [3,19–22], damping [6,23], or whole measured signals in either time or frequency domain [2,4,7–10,15,16,24–33].

While single-leak detection problem has been investigated more in depth, until recently few studies have carried out the problem of identifying multiple leaks systematically. The detectability of two leaks by means of TBDMs is pointed out on the basis of experimental results in [3]. Inverse transient analysis (ITA) method [2,4,31] assumes some discrete points in the pipe as potential leaks and estimates the corresponding leak sizes at these points by matching the time-domain numerical transient model and measured pressure [34]. However, ITA has to solve a high-dimensional optimization problem (the dimension equals to the assumed potential leak number). This means a high computational cost and, more importantly, a high computation complexity, which usually results in an wrong estimate of leaks due to local maximum traps. By investigating the pattern of peaks of frequency response function (FRF), multi-leak detection methods have been proposed in [8–10]. However, in real experiments, only a few FRF peaks can be observed due to limited valve closure speed, the damping of FRF increases exponentially with frequency, and the measurements are largely contaminated by noise. Therefore, the desired peak pattern of FRF usually cannot be observed such that these methods cannot be used.
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Recently, [35] proposes a linear approximation model of wave propagation in a pipe with multiple leaks. Based on this linear model, a maximum likelihood (ML) multi-leak estimation method is proposed that estimates locations and sizes of multiple leaks separately and sequentially [35]. Furthermore, in order to cope with the computational complexity of the ML method in the case of large leak number, [36] uses an iterative scheme of ML, known as the iterative beamforming (IB) method [37–40], to simplify the optimization problem from $N$-dimensional ($N$ is the assumed leak number) to one-dimensional. Furthermore, [36] also proposes to use the model selection methods, more specifically Akaike information criterion (AIC) [41] and Bayesian information criterion (BIC) [42], to decide the number of leaks existed in the pipe. The aforementioned methods have been justified via numerical simulation in [35,36].

The present paper verifies the multi-leak identification methods in [35,36] via experimental data obtained from a recently-built pipe system in the Water Resources Research Laboratory at the Hong Kong University of Science and Technology, where the pipe wall material is high-density polyethylene (HDPE). Therefore, the viscoelastic effect of pipe deformation during transient pressure behavior [13,43–50] is considered (the transient wave model in [35,36] is for elastic pipes). More specifically, the viscoelastic effect is modeled via the generalized Kelvin-Voigt (K-V) model. The resulting change is equivalent to an altered wave speed which becomes frequency-dependent [51]. As a result, the leakage detection methods in [35,36] can be applied.

The organization of this paper is as follows. Section 2 introduces the considered model of transient wave in viscoelastic pipes. Then, the strategy for multi-leak detection is summarized in Section 3. Section 4 shows the experimental results of identifying two leaks and three leaks. Finally, conclusions are drawn in Section 5.

### Nomenclature

$q$ and $h$ (transient) discharge and pressure head
$x^l (x^L_n, n = 1, \ldots, N)$ leak location
$s^l (s^L_n, n = 1, \ldots, N)$ leak size
$x_m$ sensor coordinate
$\Delta h$ head difference
$n$ measurement noise
$a$ wave speed
$a_v$ and $a_e$ wave speed in viscoelastic and elastic pipes
$g$ gravitational acceleration
$A$ area of pipe
$l$ pipe length
d internal pipe diameter
$\omega$ angular frequency
$\omega_{th}$ fundamental angular frequency
$M$ sensor number
$J$ frequency number
$N$ leak number
$\log L$ log-likelihood function
$J_i, \tau_i, 1 = 1, \ldots, N_k, v$ coefficients in the K-V model
$N_{kv}$ order of the K-V model

### Superscripts

$U$ upstream
$D$ downstream
$L, L_n$ leak
$M$ measurement
$NL$ no leak
$H$ conjugate transpose

### Acronyms

AIC Akaike information criterion
FRF frequency response function
HDPE high-density polyethylene
IB iterative beamforming
K-V Kelvin-Voigt
MFP matched-field processing
ML maximum likelihood
2. Transient wave in a viscoelastic pipe

The pipeline configuration is illustrated in Fig. 1. The pipe length is \( l \) and internal cross-sectional diameter is \( d \). The upstream and downstream ends of the single pipe locate at \( x = x^U = 0 \) and \( x = x^D = l \), respectively. A valve is set at \( x^D \) to generate transient waves. It is assumed that \( N \) leaks exist in the pipe; their locations and sizes are denoted by \( x^{s_i} \) and \( s^m \) \((n = 1, \ldots, N)\), respectively.

The head difference due to leaks obtained from \( M \) sensors \((x_m, m = 1, \ldots, M)\) and \( f \) frequencies \((\omega_j, j = 1, \ldots, f)\) is used for leakage detection (in general, \( M \ll f \)), which approximately follows the linear model [35]:

\[
\Delta h \approx G(x^U) s^U + n = \sum_{n=1}^{N} G_n(x^{s_n}) s^n + n. \tag{1}
\]

In this equation, \( \Delta h = (\Delta h_m)_{m=1}^{M} \) is a \( M \)-dimensional vector in which \( \Delta h_m = h^{M}_{m} - h^{N}_{m} \) denotes the head difference between the head measurement \( h^{M}_{m} \) and theoretical head that does not include the leak terms

\[
h^{M}_{m} = h^{M}_{m}(x_m, \omega_j) = -Z(\omega_j) \sinh(\mu(\omega_j)x_m) q(x^U, \omega_j) + \cosh(\mu(\omega_j)x_m) h(x^U, \omega_j). \tag{2}
\]

In Eq. (2), \( Z(\omega) = \mu(\omega) a^2 / (i \omega g A) \) is the characteristic impedance, \( \mu(\omega) = a^{-1} \sqrt{-\omega^2 + ig \omega \rho R} \) is the propagation function, \( \omega \) is angular frequency, \( a \) is the wave speed, \( g \) is the gravitational acceleration, \( A \) is the cross-sectional area of pipe, and \( R \) is the frictional resistance term. The matrix \( G = (G_1, \ldots, G_n) \) in Eq. (1) is an \( MJ \times N \)-dimensional matrix whose \( n \)-th column is an \( MJ \)-dimensional vector \( G_n(x^{s_n}) = (G_n(x^{s_1}, x_m), \ldots, G_n(x^{s_M}, x_m))_{m=1}^{N} \), in which

\[
G_n(x^{s_n}, x_m) = -\sqrt{g Z(\omega_j) \sinh(\mu(\omega_j)(x_m-x^{s_n}))} \left( Z(\omega_j) \sinh(\mu(\omega_j)x^{s_n}) q(x^U, \omega_j) - \cosh(\mu(\omega_j)x^{s_n}) h(x^U, \omega_j) \right), \tag{3}
\]

where \( h^M \) and \( z^s \) are the steady-state pressure head and the pipe elevation at the leak \( x^{s_n} \). Furthermore, \( s^U = (s^{s_1}, \ldots, s^{s_N})^\top \) and the \( MJ \)-dimensional vector \( n = (n_{mj})_{m=1}^{N} \) includes the random noise terms. Here, it is assumed that \( n \) follows independent and identically distributed (i.i.d.) Gaussian distribution with 0-mean and covariance matrix \( \sigma^2 I \), where \( I \) is the identity matrix. The boundary conditions \( h(x^U, \omega_j) \) and \( q(x^U, \omega_j) \) in Eqs. (2) and (3) are given as follows. In the experiment considered in this paper, the pipe upstream is connected to a pump (introduced later in Section 4.1), thus \( h(x^U, \omega_j) = 0 \) is assumed. Furthermore, we measure pressure at \( x_0 \), which is close to \( x^U \), and estimate the discharge at upstream \( q(x^U, \omega_j) \) as [35,52,53]:

\[
\tilde{q}(x^U, \omega_j) = -\frac{h(x_0, \omega_j)}{Z(\omega_j) \sinh(\mu(\omega_j)(x_0-x^U))}. \tag{4}
\]

Note that if the pipe material is elastic [35,36], the wave speed is

\[
a = a_0 \left( \frac{1}{\kappa} + (1 - \nu^2) \frac{d}{\rho J_0} \right)^{-\frac{1}{2}}, \tag{5}
\]

where \( \kappa \) and \( \rho \) are the bulk modulus and the density of the water, \( \nu \) is the Poisson’s ratio, \( e \) is the pipe wall thickness, \( J_0 = 1/E \) where \( E \) is the Young’s modulus of elasticity of pipe wall. In the case of viscoelastic pipe, the pipe wall deformation behavior can be equivalently quantified by modifying the wave speed (5) to

---

Fig. 1. Pipeline system with multiple leaks.
Here, the wave speed becomes frequency-dependent because the retarded strain (time-dependent) is considered in the viscoelastic model. The details for deriving the equivalence of the viscoelasticity and the frequency-dependent wave speed can be found in [51]. It is assumed that viscoelastic pipe wall deformation during transient wave is modeled by the generalized K-V model [44] which appears in the summation term in Eq. (6); \(J_i\) and \(\tau_i\) (\(i = 1, \cdots, N_v\)) are the coefficients of the generalized K-V model and \(N_v\) is the truncated order. These coefficients are calibrated via a transient test without leak prior to the leaking test. More specifically, they are estimated such that the transient wave model (without leak but \(J_i\) and \(\tau_i\) are free parameters) is closest to the measured data. This method allows simulating properly the transient behavior of a pipe with leaks [54,55].

3. Strategy for estimating multiple leaks

This section summarizes the strategy to estimate the locations, sizes, and number of leaks in [35,36]. Given an assumed leak number \(N\), the leaks are estimated by maximizing the log-likelihood function:

\[
\log L(N, \mathbf{x}^l, \mathbf{s}^l | \mathbf{A}h) = -JM \log (\pi \sigma^2) - \frac{1}{\sigma^2} \| \mathbf{Ah} - \mathbf{G}(\mathbf{x}^l) \mathbf{s}^l \|^2.
\]

with respect to \(\mathbf{x}^l\) and \(\mathbf{s}^l\). This leads to the estimates of locations and sizes of the \(N\) leaks:

\[
\hat{x}^l = \arg \max_{x^l} \left( \mathbf{Ah}^H \mathbf{G}(\mathbf{x}^l) \mathbf{G}(\mathbf{x}^l)^H \right)^{-1} \mathbf{G}(\mathbf{x}^l) \mathbf{Ah}
\]

and

\[
\hat{s}^l = \left( \mathbf{G}(\mathbf{x}^l) \mathbf{G}(\mathbf{x}^l)^H \right)^{-1} \mathbf{G}(\mathbf{x}^l)^H \mathbf{Ah}.
\]

In the case that assumed leak number \(N = 1, 2\), the leak localization can be accomplished by directly plotting Eq. (8) and finding its maximum (when \(N = 1\) the method is also known as matched-field processing in [32,51]). However, for a large \(N\), exhaustively searching the maximum of Eq. (8) implies a high computational cost and directly solving the optimization problem Eq. (8) is troublesome due to the complexity of the objective function which has many local maxima. Therefore, for \(N \geq 3\), an iterative version of the ML strategy based on the expectation-maximization (EM) algorithm [56,57], known as IB, is used. Here, the main steps of IB for leakage detection are listed; an introduction of IB with its principle and more details can be found in [36].

First, initial leak locations \(\mathbf{x}_0^l = (x_0^{l_1}, \cdots, x_0^{l_N})^T\) and sizes \(\mathbf{s}_0^l = (s_0^{l_1}, \cdots, s_0^{l_N})^T\) are given. Assume that \(\mathbf{x}_{k-1}^l = (x_{k-1}^{l_1}, \cdots, x_{k-1}^{l_N})^T\) and \(\mathbf{s}_{k-1}^l = (s_{k-1}^{l_1}, \cdots, s_{k-1}^{l_N})^T\) from \((k - 1)\)-th iteration are known, then the contributions from various leaks to the measurement \(\mathbf{Ah}\) are estimated as

\[
\mathbf{c}_{nk} = \mathbf{G}_n(x_{k-1}^{l_n}) s_{k-1}^{l_n} + \frac{1}{N} \left( \mathbf{Ah} - \mathbf{G}(\mathbf{x}_{k-1}^l) \mathbf{s}_{k-1}^l \right), \quad n = 1, \cdots, N,
\]

followed by updating the leak locations by solving the one-dimensional optimization problem

\[
\hat{x}_n^{l_n} = \arg \max_{x_n^{l_n}} \mathbf{c}_{nk}^H \mathbf{G}(x_n^{l_n}) \mathbf{G}(x_n^{l_n})^H \mathbf{c}_{nk}, \quad n = 1, \cdots, N,
\]

and updating the leak sizes via

\[
\hat{s}_n^{l_n} = \frac{\mathbf{G}(x_n^{l_n})^H \mathbf{c}_{nk}}{\mathbf{G}(x_n^{l_n}) \mathbf{G}(x_n^{l_n})^H \mathbf{c}_{nk}}, \quad n = 1, \cdots, N.
\]

The iteration stops when the relative increase of the observed data log-likelihood (7) is less than a given threshold \(\kappa\):

\[
\frac{\log L(\hat{x}_N^l, \hat{s}_N^l | \mathbf{Ah}) - \log L(\hat{x}_{k-1}^l, \hat{s}_{k-1}^l | \mathbf{Ah})}{\log L(\hat{x}_{k-1}^l, \hat{s}_{k-1}^l | \mathbf{Ah})} < \kappa.
\]

After repeating the above procedure with different possible \(N\), the number of leaks is estimated by minimizing the AIC with respect to \(N\) [36,41]:

\[
\text{AIC}(N) = 2NMJ - \log L(N, \hat{x}_N^l, \hat{s}_N^l | \mathbf{Ah}).
\]

In this equation, \(\hat{x}_N^l\) and \(\hat{s}_N^l\) stand for the estimates of leak locations and sizes with \(N\) assumed leaks.
Finally, the whole procedure for estimating multiple leaks (locations, sizes, and leak number) is summarized in Algorithm 1.

**Algorithm 1**: Estimation of multiple leaks in a viscoelastic pipe

1: Select $j$ frequencies $\omega_1, \ldots, \omega_j$.
2: Compute $a_m$ from Eq. (6) for the selected frequencies, where the coefficients $N_{kv}, J_i$ and $T_i (i = 1, \ldots, N_{kv})$ in the generalized K-V model are obtained from a previous intact pipe transient test.
3: Estimate the boundary condition $q(x_0, \omega_j)$ from Eq. (4) using the pressure head measurements $h(x_0, \omega_j)$ at $x_0$ for the selected frequencies.
4: Calculate $h^{N_k}(\omega_j, x_m)$ via Eq. (2) and use the head differences $\Delta h$ as the data, which includes pressure head difference from the $j$ frequencies and $M$ sensors ($x_1, \ldots, x_M$).
5: For $N = 0$, compute AIC(0) via Eq. (14).
6: repeat
7: if $N = N + 1$ then
8: Plot Eq. (8) and retain its maximum as $x^l$.
9: Obtain $s^l$ from Eq. (9).
10: Compute AIC(N) via Eq. (14).
11: else
12: For $k = 0$, pick starting values $x^l_0 = (x^l_{01}, \ldots, x^l_{0N})^\top$ and $s^l_0 = (s^l_{01}, \ldots, s^l_{0N})^\top$ for the initial model parameters.
13: for $k \geq 1$: repeat
14: estimate the latent leak contribution $c_{nk}, n = 1, \ldots, N$, by Eq. (10).
15: update the leak location $x^l_k, n = 1, \ldots, N$, by Eq. (11).
16: update the leak size $s^l_k, n = 1, \ldots, N$, by Eq. (12).
17: until the relative increase of the observed data log-likelihood is less than a given threshold $\kappa$, i.e., Eq. (13) holds.
18: Let $x^l_{(N)} = (x^l_{1N}, \ldots, x^l_{kN})^\top$ and $s^l_{(N)} = (s^l_{1N}, \ldots, s^l_{kN})^\top$.
19: Compute AIC(N) via Eq. (14).
20: end if
21: until AIC(N) > AIC(N - 1).
22: Retain $N - 1$ as the estimate of leak number, $x^l_{(N-1)}$ and $s^l_{(N-1)}$ as the final estimates of leak locations and sizes.

**4. Experimental results**

In this section, the experimental results of multi-leak estimation are introduced. The cases of two leaks and three leaks are respectively considered.

**4.1. Experimental setup**

The setup of the pipe system in the Water Resources Research Laboratory at the Hong Kong University of Science and Technology is shown in Fig. 2. The pipe wall material is HDPE, the pipe length is $l = 144$ m, and the internal diameter of cross-section is $d = 0.0792$ m. A pump is connected to the upstream of the pipe to move the water. The pre-transient pressure head and flow discharge are respectively $45.4$ m and $5 \times 10^{-4}$ m$^3$/s at the upstream end of the pipe, when no leak is present in the pipe. A valve is set at the downstream of the pipe to generate transient waves where the duration time of valve closure is around $0.05$ s. Pressure head signals are measured at $x_0 = 36.92$ m, $x_1 = 141.43$ m and $x_2 = 122.25$ m by UNIK 5000 transducer connected to a National Instruments data logger (NI 9030). The sampling frequency is $1000$ Hz. Three possible leaks are simulated at $x^l_1 = 45.58$ m, $x^l_2 = 69.31$ m and $x^l_3 = 100.23$ m, as shown in Fig. 3. The coefficients in the generalized K-V model are calibrated using transient tests but with no leak [58]. The truncated order is $N_{kv} = 5$ and the corresponding coefficients $J_i$ and $T_i, j = 1, \ldots, 5$, are obtained and shown in Table 1. Note that these coefficients are crucial for the accuracy of the proposed leakage detection method, as has been indicated in [51] for single leak case.

In the following two subsections, the experimental results of estimating two leaks ($x^l_1$ and $x^l_2$) and three leaks ($x^l_1, x^l_2$, and $x^l_3$) are introduced, respectively.
4.2. Identification of two leaks

Here, estimation of two leaks located at $x_{L1} = 45.58$ m and $x_{L2} = 69.31$ m is considered. Fig. 4(a) shows the measured time signal at three sensors at $x_0 = 36.92$ m, $x_1 = 141.43$ m, and $x_2 = 121.25$ m. Fig. 4(b) plots FRF (cf. [51,59] for the derivation of FRF from time signal) with respect to angular frequency normalized by the fundamental angular frequency. It can be seen from Fig. 4 that the measured signals include much random noise, which is partially due to the pump. In this section, all the available frequencies in $[\omega_{0b}, 17\omega_{0b}]$ are used for leakage estimation; here, the maximum used frequency is $17\omega_{0b}$ because after this value the FRF in Fig. 4(b) is noise dominated.

The viscoelastic wave speed is computed by inserting the K-V model coefficients in Table 1 into Eq. (6); its real and imaginary parts versus frequency are plotted in Fig. 5(a). On the other hand, the wave speed can be estimated via travel time of wave from the measured pressure signal in Fig. 4(a), as shown in Fig. 5(b). The wave speed can be estimated by wave travel from $x_1$ to $x_2$ in the first half period, which is essentially the elastic wave speed since the viscoelastic effect (retarded strain)
has few influence at this early time, as \( \bar{a}_e = 367 \text{ m/s} \). The wave speed can also be estimated by wave travel time using latter periods; Fig. 5 (b) shows the wave speed computed from wave travel times in the first, second, third and fourth periods (using the signal recorded by \( x_1 \)), being 311 m/s, 285 m/s, 264 m/s and 248 m/s respectively, which approaches to the computed viscoelastic wave speed in Fig. 5(a). This is because the viscoelastic effect (retarded strain) plays a more important role as the transient wave travels longer time. Since the leakage estimation method proposed in this paper uses many periods of time signals, considering the pipe wall viscoelasticity via \( \bar{a}_e \) in Eq. (6) implies a more accurate model and, therefore, a more accurate leakage estimation result can be expected.

The pressure head measurement from \( x_0 = 36.92 \text{ m} \) is used to estimate \( q(\lambda^d) \) via Eq. (4) while measurements from \( x_1 = 141.43 \text{ m} \) and \( x_2 = 121.25 \text{ m} \) are used to form \( \Delta h \), i.e., \( M = 2 \). Fig. 6 (a) plots Eq. (8) for assumed leak number \( N = 1 \), where the vertical dash lines and crosses in the horizontal axis represent the actual leak locations and sensor locations, respectively. This figure shows that the plot for 1D search (this method is also known as MFP in [32,51]) has three main peaks: two of them correspond to the two actual leaks and another peak is fictitious. From the perspective of parameter estimation, only the maximum point is retained as the estimate of single leak. Fig. 6 (b) plots Eq. (8) with assumed leak number \( N = 2 \), where the cross represents actual leak locations. In this case where the assumed leak number equals to the actual leak number, the proposed method can accurately localize the two leaks: the estimates of leak locations are 44.42 m and 69.42 m while their actual values are 45.58 m and 69.31 m. When the assumed leak number \( N \geq 3 \), IB is used to estimate the leaks. The initial locations of the leaks in IB are selected from the local maxima in Fig. 6 (a), for example when \( N = 3 \) the three highest local maxima in Fig. 6 (a) are selected, while the initial leak sizes are all set to be 0. The threshold \( \kappa \) to stop the iteration of

<table>
<thead>
<tr>
<th>( \kappa )</th>
<th>( \rho )</th>
<th>( J_0 )</th>
<th>( J_1 )</th>
<th>( J_2 )</th>
<th>( J_3 )</th>
<th>( J_4 )</th>
<th>( J_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 2.1 \times 10^9 \text{ Pa} )</td>
<td>( 10^3 \text{ kg/m}^3 )</td>
<td>( 1.5 \times 10^-9 \text{ Pa}^-1 )</td>
<td>( 7.3 \times 10^-11 \text{ Pa}^-1 )</td>
<td>( 1.7 \times 10^-10 \text{ Pa}^-1 )</td>
<td>( 5.7 \times 10^-12 \text{ Pa}^-1 )</td>
<td>( 5 \times 10^-12 \text{ Pa}^-1 )</td>
<td>( 8 \times 10^-12 \text{ Pa}^-1 )</td>
</tr>
<tr>
<td>( 0.46 )</td>
<td>( 9 )</td>
<td>( 0.05 \text{ s} )</td>
<td>( 0.5 \text{ s} )</td>
<td>( 1.5 \text{ s} )</td>
<td>( 10 \text{ s} )</td>
<td>( 1 \text{ s} )</td>
<td>( 2 \text{ s} )</td>
</tr>
</tbody>
</table>

\( \nu = 5.4 \times 10^{-3} \text{ m} \)

\( \tau_1 = 0.05 \text{ s} \)

\( J_3 = 6.4 \times 10^{-11} \text{ Pa}^{-1} \)

\( \tau_4 = 5 \text{ s} \)

Fig. 3. Photos of the three leaks in the pipeline system at \( x_1 = 45.58 \text{ m}, x_2 = 69.31 \text{ m} \) and \( x_3 = 100.23 \text{ m} \).
the IB algorithm in Eq. (13) is set to be $\kappa = 10^{-4}$. Fig. 6 (c-f) shows the leak estimation results (plot of locations and sizes) for $N = 1, 2, 3, 4$, where the dash lines and crosses stand for actual leak locations and sensor locations, respectively. When $N = 3$, two estimates of leaks are close to the actual leaks; another estimated leak locates outside the range of pipe with a small leak size estimate and, thus, can be neglected. When $N = 4$, two estimates approximately reconstruct the leak at 69.42 m, but a fictitious leak appears in the result. Note that here the leak size estimates are not emphasized because, in practice, the estimation accuracy of leak size is not so important as the leak location. This is due to the fact the excavation cost for repairing leaks is decided by the estimation accuracy of leak location, although, generally speaking, the actual leak size affects the leak estimation accuracy. As a matter of fact, the sizes of both leaks are computed from steady-state flow rate measurement prior to the transient test (three ultrasonic flow meters are set to measure upstream and downstream flow rates of each leak), being approximately $s_{L1} = s_{L2} = 3 \times 10^{-3} \text{ m}^2$. It can be found in Fig. 6 (c-f) that the leak size is overestimated (about 1–1.5 $\times 10^{-4} \text{ m}^2$) due to the presence of noise and modeling uncertainties.

The results in Fig. 6 show that $N = 1, 2, 3$ and 4 are all possible leak number solutions. The important practical question is how one selects the correct solution amongst this set. This is decided by the likelihood function and AIC. Their values versus assumed leak number $N$ are shown in Fig. 7. Here, the noise standard deviation $\sigma$ is estimated from prior multiple transient tests. It is clear that when $N$ is greater than the actual leak number 2, the likelihood function increases but only slightly. In fact, more assumed leaks (or free parameters) fit the noise or uncertainties, instead of the desired signal, via ML. AIC essentially gives penalties for high leak number to avoid over-fitting and thus accurately decide the leak number, i.e., $\hat{N} = 2$. Therefore, the results in Fig. 6 (b) and (d) are retained as the final estimate of leaks. This example shows that the AIC is able to decide the number of leaks in a pipe system.

### 4.3. Identification of three leaks

In this section, identification of three leaks is studied; all the three leaks in Fig. 3 are open. The pressure head measurements from the three hydrophones at $x_0 = 36.92$ m, $x_1 = 141.43$ m and $x_2 = 121.25$ m are shown in Fig. 8. The same proce-
dure with same selected frequencies and K-V model coefficients as the two-leak example is used to estimate leaks. Fig. 9 (a) plots Eq. (8) for assumed leak number \( N = 1 \). Its maximum is very close to the leak \( x_L = 45.58 \) m and retained as the output which results in Fig. 9 (b). Unlike the results in Section 4.2, however, the other two leaks cannot be identified from the 1D search in Fig. 9 (a). Note that as indicated in [32,60], the 1D search method for multiple leaks depends on the locations of the leaks and more leaks present in the pipe significantly increase the complexity of the leakage detection problem. Fig. 9 (c-f) shows the leakage estimation results with \( N = 2; 3; 4; 5 \); again, when \( N = 2 \) the 2D exhaustive search of leak locations via Eq. (8) is used, while when \( N \geq 3 \) the results are obtained from IB. It is clear that with the model of two leaks (\( N = 2 \)), two of the three actual leaks are found. When the assumed and actual leak numbers are equal, i.e., \( N = 3 \), all the three leaks are localized. As \( N \) further increases, the ML scheme tends to use free parameters of two leaks to approximate one actual leak and ghost leak may appear. This phenomenon has also been found in the numerical results in [36]: more assumed leak number implies a more complicated inverse problem such that the algorithm more easily stops at local maxima. However, as is shown in Fig. 10 (left), more assumed leaks do not significantly increase the likelihood function, and thus AIC decides the leak number \( \hat{N} = 3 \) (Fig. 10 (right)). Therefore, Fig. 9 (d) is retained as the final leakage localization result. Again, this example shows that the AIC technique is able to determine the number of leaks present in the pipe.

Fig. 5. (a): viscoelastic wave speed \( a_{ve} \) computed from Eq. (6); (b) wave speed estimated via wave travel time from the measured pressure signal.
5. Conclusion

Following Part I and Part II of the series of papers which introduce the theoretical and numerical results for identification of multiple leaks, the present research verifies the proposed methodologies via experimental results. Data of transient test are collected from a recently-built pipe system in the Water Resources Research Laboratory at the Hong Kong University of Science and Technology. Since the pipe wall material is high-density polyethylene (HDPE), the previous transient model for elastic pipes is modified to quantify the effect of pipe wall viscoelasticity via the Kelvin-Voigt model. Experimental results with two and three leaks are shown. In both cases, the proposed multi-leak identification scheme is able to localize the leaks and decide the number of leaks accurately.

Fig. 6. Estimation of two leaks at $x_{L1} = 45.58$ m and $x_{L2} = 69.31$ m. (a) Plot of Eq. (8) for assumed leak number $N = 1$, where the dash lines and crosses stand for actual leak locations and sensor locations; (b) Plot of Eq. (8) for assumed leak number $N = 2$, where the cross represents actual leak locations; (c-f) leak estimation results (plot of locations and sizes) for $N = 1, 2, 3, 4$, where the dash lines and crosses stand for actual leak locations and sensor locations.
Fig. 7. Log-likelihood (left) and AIC (right) as a function of assumed leak number $N$. The actual leak number is 2 ($x_{L1} = 45.58$ m and $x_{L2} = 69.31$ m).

Fig. 8. Pressure head measurements in the time domain and in the frequency domain (FRF). The measurement locations are $x_0 = 36.92$ m, $x_1 = 141.43$ m, and $x_2 = 121.25$ m. The pipe has two leak at $x_{L1} = 45.58$ m, $x_{L2} = 69.31$ m and $x_{L3} = 100.23$ m.
The accuracy of the transient wave model, particularly the viscoelastic coefficients in the model, is crucial for the proposed leakage detection method. The experiments in this paper are conducted in the laboratory and these coefficients are well-calibrated via transient data from a leak-free test. In real urban water supply systems, however, these coefficients depend on the change of surrounding environment including temperature and humidity. More importantly, transient test data without leak may not be available, particularly for aging pipe systems. Therefore, sensitivity of the proposed method with uncertain model parameters would be important and an inverse method that can further quantify the influence of these modeling uncertainties would be interesting.

Fig. 9. Estimation of three leaks at $x^{i_{1}} = 45.58$ m, $x^{i_{2}} = 69.31$ m and $x^{i_{3}} = 100.23$ m. (a) Plot of Eq. (8) for assumed leak number $N = 1$; (b-f) leak estimation results (plot of locations and sizes) for $N = 1, 2, 3, 4, 5$. The dash lines and crosses stand for actual leak locations and sensor locations.

The accuracy of the transient wave model, particularly the viscoelastic coefficients in the model, is crucial for the proposed leakage detection method. The experiments in this paper are conducted in the laboratory and these coefficients are well-calibrated via transient data from a leak-free test. In real urban water supply systems, however, these coefficients depend on the change of surrounding environment including temperature and humidity. More importantly, transient test data without leak may not be available, particularly for aging pipe systems. Therefore, sensitivity of the proposed method with uncertain model parameters would be important and an inverse method that can further quantify the influence of these modeling uncertainties would be interesting.
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Fig. 10. Log-likelihood (left) and AIC (right) as a function of assumed leak number $N$. The actual leak number is 3 ($x_{L1} = 45.58$ m, $x_{L2} = 69.31$ m and $x_{L3} = 100.23$ m).