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Abstract: A transient-based leakage detection method using a matched-field processing (MFP) scheme is formulated and applied. It is found to be efficient, robust, accurate, and provides a unique solution. Its inherent efficiency stems from the fact that the MFP method decouples the search for the leak location and the leak size. Its robustness is demonstrated by showing that the MFP method is able to estimate the location and size of leak in the presence of (1) noise even for signal-to-noise ratio (SNR) as low as SNR = −3 dB, and (2) uncertainty in the fluid–pipe system wave speed. Another positive attribute of the MFP method is that it is able to use all available frequencies, rather than just resonant frequencies, and does not need to identify resonant frequencies. As a result, the MFP method provides precise localization estimates even in noisy environments. It is also shown that a unique identification is achieved by the MFP method provided that the pressure signal is measured at two locations along the pipe. For the case of multiple leaks, MFP identifies each of the leaks provided that the distance between the leaks is of the same order or larger than the shortest probing half-wavelength. DOI: 10.1061/(ASCE)HY.1943-7900.0001476. © 2018 American Society of Civil Engineers.
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Introduction

Leak detection is an important issue in water supply systems because leakage results in financial losses from wastage of water, energy, and other process inputs used to treat the water. Leaks also pose health risks since leaks are potential entry points for contaminants during low-pressure intrusion events (Colombo et al. 2009). The World Bank estimates the worldwide monetary value of lost water at about USD 15 billion/year. The Asian Development Bank estimates that the value of water lost in Asia is USD 9 billion/year. These are direct water costs and do not account for indirect socioeconomic costs in which larger pipe failures can disrupt businesses, interrupt production processes, cause floods, and damage properties. Studies show that typical water loss in most countries ranges from 20 to 30% (Colombo et al. 2009). In addition, the 2003 report by the American Water Works Association (AWWA) Water Loss Control Committee estimates that 5–10 billion kWh of power generated each year in the United States is lost to unaccounted-for water.

Fluid transient-based defect detection methodology makes use of introduced hydraulic pressure wave(s) and their measured pressure response at specified location(s) to identify and localize various defects or anomalies in water pipe systems, such as leakages and blockages, including air blocks or tuberculated pipes and sediment deposition. The methods are a promising general approach for the detection of leaks and other defects. The basic premise of this approach to defect identification and characterization is that a measured pressure wave signal in the conduit fluid is modified by its interaction with the physical system components as it propagates and reflects throughout the system. Accordingly, it contains information, a sort of imprint of the conduits’ properties and states. Specific methodological examples of this approach are (1) transient reflection-based method (TRM), such as Brunone (1999), Brunone and Ferrante (2001), and Covas et al. (2005b); (2) transient damping-based method (TDM) by Wang et al. (2002); (3) frequency response–based method (FRM) by Liou (1998), Mpesha et al. (2001), Ferrante and Brunone (2003), Covas et al. (2005a), Lee et al. (2003, 2005a, b, 2006), Sattar and Chaudhry (2008), Taghvaii et al. (2010), and Rubio Scola et al. (2016); and (4) inverse transient-based method (ITM) studied in Liggett and Chen (1994), Vítkovský et al. (2000), Stephens (2008), and Covas and Ramos (2010).

As evidenced in the foregoing literature, current implementations of fluid transient-based defect detection methods are robust for simple pipe systems in which the signal-to-noise ratio (SNR) is large and the values of model parameters are assumed to be either certain, or uncertain but exhibiting small variability. The real-world pipe environment, of course, contains myriad noise sources, e.g., turbulence, dynamic flow control and actuator devices, traffic, and many other activities. As a result, obtaining large SNRs often requires probing transient waves having significant amplitudes to identify defects. Such large amplitude transients are undesirable because they could compromise the structural integrity of pipes, especially when repeated many times for regular diagnostic tests of the pipe system. Presently, a transient-based methodology that can detect defects in a noisy environment with uncertain parameters is lacking.

Matched-field processing (MFP) is a signal processing methodology that is well suited for noisy environments and for problems with unknown and/or uncertain parameters (Jensen et al. 2000; Baggeroer et al. 1993). For example, MFP is a work horse of researchers, practicing scientists and engineers in ocean acoustics, and has been successfully used in many oceanic applications: to localize sound sources (e.g., enemy submarines, whales singing
in the ocean), to image the ocean’s structure and topology, to localize munitions like mines, to infer unknown ocean model parameters, and to study ocean biology (Kuperman and Lynch 2004). The MFP approach has also been applied to source reconstruction in seismology (Corciulo et al. 2012) and structural vibration (Turek and Kuperman 1997), and for detecting damage in platelike structures (Hall and Michaels 2010; Tippmann et al. 2015). Tolstoy et al. (2009) and Tolstoy (2010) made an initial attempt to apply MFP to detect blockage in a sewer pipe. Note that in the last two works, the acoustic field in the pipe is not modeled such that some of the concerned parameters cannot be estimated. The present paper develops a transient model–based MFP approach for the detection of leaks in pipes in noisy environments.

This paper is a complete version of the results presented by the authors in Wang and Ghidaoui (2017). This paper begins by describing the pipe system and the hydraulic transient model. Then, the MFP method is introduced: the leak position and size are respectively estimated. Both white and nonwhite noises are considered. The performance of the proposed method for multiple leaks, as well as its resolution, is discussed. Then, the analytical properties of MFP are introduced. The proposed method is linked to a matched-filter approach which maximizes SNR. The physical meaning of MFP in the time domain is also explained. Numerical simulation results justify the estimation efficiency of MFP for both white and nonwhite measurement noise. A two-leak example and the resolution in terms of separating two leaks close together are discussed. The robustness of the proposed method with respect to imprecise wave speed is numerically investigated.

**Leak Detection Using Matched-Field Processing**

This section first presents the pipeline transient model considered in the paper. MFP is then introduced to solve the leakage detection problem. The single- and multiple-leak cases with white and nonwhite noise are both discussed.

**Model**

The pipeline configuration is illustrated in Fig. 1. A single pipe bounded by an upstream and a downstream node, whose coordinates are \( x = x^U = 0 \) and \( x = x^D \), respectively. A sensor, whose coordinate is denoted by \( x^M \), is assumed to be positioned near the downstream node. A single leak is assumed with leak location \( x^L \) (\( x^L < x^M \)), and \( Q_0^L \) and \( H_0^L \) are, respectively, the steady-state discharge and head at the leak. The leak size is represented by the lumped leak parameter \( s^L = C^L A^L \), where \( C^L \) is the discharge coefficient of the leak and \( A^L \) is the flow area of the leak opening (orifice). The steady-state discharge of the leak is related to the lumped leak parameter by \( Q_0^L = s^L \sqrt{2g(H_0^L - z^L)} \), in which \( g \) is the gravitational acceleration and \( z^L \) denotes the elevation of the pipe at the leak.

The discharge and head oscillations due to a fluid transient are represented by \( q \) and \( h \). The linearized unsteady-oscillatory continuity and momentum equations in the time domain (Chaudhry 2014) are

\[
\frac{a^2 \partial q}{gA \partial x} + \frac{\partial h}{\partial t} = 0
\]

(1)

\[
\frac{1}{gA} \frac{\partial q}{\partial t} + \frac{\partial h}{\partial x} + R q = 0
\]

(2)

for \( x \in [x^U, x^L) \cup (x^L, x^D] \), where \( a \) is wave speed; \( A \) is area of pipe; \( R \) is steady-state resistance term being \( R = (f Q_0)/ (g DA^2) \) for turbulent flows; \( f \) is Darcy–Weisbach friction factor; \( Q_0 \) is steady-state discharge in the pipe; and \( D \) is pipe diameter. Taking the Fourier transform of Eqs. (1) and (2) with respect to \( t \) gives \( q \) and \( h \) in the frequency domain

\[
\frac{a^2 \partial^2 q}{gA \partial x^2} + i \omega h = 0
\]

(3)

\[
\frac{\partial h}{\partial x} + \left( i \frac{\omega}{gA} + R \right) q = 0
\]

(4)

where \( \omega \) is angular frequency. Solving Eqs. (3) and (4) with boundary condition of the discharge \( q(x^U) \) and head \( h(x^U) \) at \( x^U \) and the head and mass conservation condition across the leak

\[
h(x^L-) = h(x^L+) = h(x^L)
\]

(5)

\[
q(x^L-) = q(x^L+) = q(x^L) = q(x^L) + \frac{Q_0^L}{2(H_0^L - z^L)} h(x^L)
\]

(6)

in which \( x^L- \) and \( x^L+ \) represent, respectively, just upstream and downstream of the leak; the quantities at \( x^M \) can be computed in the following way (Chaudhry 2014):

\[
\begin{align*}
\frac{q(x^M)}{h(x^M)} &= M_{NL}(x^M - x^L) \\
&\times \left( \frac{Q_0^L}{2(H_0^L - z^L)} \right) M_{NL}(x^L) \frac{q(x^U)}{h(x^U)}
\end{align*}
\]

(7)

In Eq. (7),

\[
M_{NL}(x) = \begin{pmatrix}
\cosh(\mu x) & -1/Z \sinh(\mu x) \\
-Z \sinh(\mu x) & \cosh(\mu x)
\end{pmatrix}
\]

(8)

is the field matrix, where the superscript \( NL \) stands for no leak; \( Z = \mu \sqrt{\omega^2 + igA} \) is the characteristic impedance; and \( \mu = a^{-1} \sqrt{-\omega^2 + igA} R \) is the propagation function. If the pipe is frictionless (\( f = 0 \)), \( \mu = ik \), where \( k = \omega/\alpha \) is the wavenumber.
Fig. 2. Transient wave in the (a and b) time domain; and (c and d) frequency domain for (a and c) an intact pipe and (b and d) a leaking pipe.

The transfer matrix on the right hand side of Eq. (7) can be simplified as

$$M^{NL}(x^M - x^L) \left( \begin{array}{c} 1 \\ -Q_b^L/2(H_0^L - z^L) \\ 0 \\ 1 \end{array} \right) M^{NL}(x^L)$$

$$= M^{NL}(x^M) + s^L M^{SL}(x^L)$$

in which

$$M^{SL}(x^L) = \sqrt{\frac{g}{2(H_0^L - z^L)}} \begin{bmatrix} Z \sinh(\mu x^L) \cosh(\mu(x^M - x^L)) - \cosh(\mu x^L) \cosh(\mu(x^M - x^L)) \\ -Z^2 \sinh(\mu x^L) \sinh(\mu(x^M - x^L)) \cosh(\mu x^L) \sinh(\mu(x^M - x^L)) \end{bmatrix}$$

is a matrix related to the location $x^L$ of the leak ($z^L$ is determined by $x^L$) but independent of the leak size $s^L$.

By combining Eqs. (7)–(10), the head at $x = x^M$ for a given angular frequency $\omega$ is

$$h(\omega, x^M) = h^{NL}(\omega, x^M) + s^L G(\omega, x^L, x^M)$$

wherein

$$h^{NL}(\omega, x^M) = -Z \sinh(\mu x^M) q(x^L) + \cosh(\mu x^L) h(x^L)$$

and

$$G(\omega, x^L, x^M) = -\frac{\sqrt{g} Z \sinh(\mu(x^M - x^L))}{\sqrt{2(H_0^L - z^L)}} \begin{bmatrix} Z \sinh(\mu x^L) q(x^L) \\ -\cosh(\mu x^L) h(x^L) \end{bmatrix}$$

Let $h^M_j$ denote the measured head at the frequency $\omega_j$. The measurement is assumed to be contaminated by a noise $n_j$, that is, 

$$h^M_j = h^{NL}(\omega_j, x^M) + s^L G(\omega_j, x^L, x^M) + n_j$$

The purpose of this work is to use the measured head at $J$ frequencies, denoted as $h^M = (h^M_1, \ldots, h^M_J)$, to estimate $x^L$ (the leak location) and $s^L$ (the leak size). Here, let us define the head difference due to leakage $\Delta h = (\Delta h_1, \ldots, \Delta h_J)^T$, where

$$\Delta h_j = h^M_j - h^{NL}(\omega_j, x^M) \quad (j = 1, \ldots, J)$$

and denote $G(x^L) = (G(\omega_1, x^L, x^M), \ldots, G(\omega_J, x^L, x^M))^T$ and the error vector by $n = (n_1, \ldots, n_J)^T$. Then, the head difference is represented by

$$\Delta h = s^L G(x^L) + n$$

Note that the noise is broadly classified into white and nonwhite (colored) noise. The former can be assumed if, in the concerned bandwidth, the energy at various frequencies does not significantly change or no prior information is available for noise structure. Nonwhite noise is more common in real-world pipeline applications in which the source of noise can be due to equipment
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accuracy, turbulence, dynamic devices such as pumps, traffic, and so forth (Schantz et al. 2014; Hwang et al. 2009). In what follows, white noise is first dealt with and then the approach is generalized to the case of nonwhite noise through the use of noise whitening. The whitening scheme allows to apply the leakage detection technique to problem in which the noise is nonwhite but its distribution is known.

**Leak Detection Using Matched-Field Processing with White Noise**

The leakage localization problem is itself solved using the MFP method. The noise vector $\mathbf{n}$ is assumed to follow a zero-mean Gaussian distribution $\mathcal{N}(\mathbf{0}, \sigma^2 \mathbf{I}_J)$, where $\mathbf{I}_J$ is a $J$-dimensional identity matrix. The key idea of MFP is to adjust a unit vector algebraically, the optimal weight is obtained by solving for $\mathbf{w}$ which maximizes

$$B \equiv \langle \mathbf{w}, \Delta \mathbf{h} \rangle = \mathbf{w}^H \Delta \mathbf{h} \in \mathbb{C} \quad (16)$$

where the superscript $H$ stands for the conjugate transpose. The optimal weight is obtained by setting $w$ which maximizes

$$|B|^2 = |\mathbf{w}^H \Delta \mathbf{h}|^2 = \mathbf{w}^H \Delta \mathbf{h} \mathbf{h}^H \mathbf{w} \quad (17)$$

By inserting Eq. (15) into Eq. (17) and maximizing its expectation (denoted by $E$) with respect to $\mathbf{w}$, the optimal weight is obtained

$$\mathbf{w} = \arg \max \mathbb{E}(|B|^2) = \arg \max \mathbb{E}((s^H)^2 | \mathbf{w}^H \mathbf{G}^H \mathbf{w} + \sigma^2)$$

$$= \arg \max \mathbb{E}(|\mathbf{w}^H \mathbf{G}^H \mathbf{w}) = \pm \frac{\mathbf{G}}{\sqrt{\mathbf{G}^H \mathbf{G}}} \quad (18)$$

in which argmax represents the argument of the maximum. Algebraically, the optimal $\mathbf{w}$ is a vector parallel to $\mathbf{G}$. Then, the leakage location can be estimated by substituting Eq. (18) back to Eq. (17)

$$\hat{\mathbf{x}} = \arg \max \frac{\Delta \mathbf{h}^H \mathbf{G}(\mathbf{x})^H (\mathbf{x}) \mathbf{h}}{\mathbf{G}(\mathbf{x})^H \mathbf{G}(\mathbf{x})} \quad (19)$$

It is interesting, perhaps even remarkable, that Eq. (19) is also a maximum likelihood estimate (MLE) (Krim and Viberg 1996; Wang et al. 2016a, b) of the leak position and the leak size can be estimated by

$$\hat{\mathbf{x}} = \frac{\mathbf{G}(\mathbf{X})^H \mathbf{h}}{\mathbf{G}(\mathbf{X})^H \mathbf{G}(\mathbf{X})} \quad (20)$$

A proof of the foregoing assertion can be found in Appendix I. According to the properties of MLE, Eqs. (19) and (20) are consistent estimators, i.e., they converge in probability to the actual values.

It has been diagrammatically indicated in Lee et al. (2005a) that the shape and magnitude of the frequency response diagram independently determine the location and the size of the leak. In the present paper, the location and size are separately estimated; Eq. (19) is first used to obtain the estimate $\hat{x}_i$ of $x_i$ and then this $\hat{x}_i$ is inserted in Eq. (20) to estimate the leak size. Unlike existing techniques, the proposed method uses not only the resonant frequencies, but all the frequencies in between. This is important because (1) identification of resonant frequencies is challenging in practice, and (2) the use of all available frequencies improves the localization precision.

**Whitening Signal Noise**

The assumption of white noise may not apply in practice owing to systematic errors. For example, noise from turbulence, traffic, and hydraulic devices cannot be modeled by white noise. In this section, leak detection using measurements containing nonwhite noise is considered. Assuming that the noise structure is known, the measurement may be filtered such that the noise is whitened (Kessy et al. 2018). As a result, the method based on the white noise assumption can be used.

Here, the covariance matrix $\Sigma$ of the noise vector $\mathbf{n} \sim \mathcal{N}(\mathbf{0}, \Sigma)$ is eigen-decomposed as

$$\Sigma = \Phi \Lambda \Phi^{-1} = \Phi \Lambda^2 \Phi^{-1} \quad (21)$$

where $\Lambda$ is diagonal matrix with the eigenvalues of $\Sigma$ on the diagonals; $\Phi$ = matrix of the corresponding eigenvectors; and $\Phi^{-1} = \Phi^H$. By applying a filter $\Lambda^{-1/2} \Phi$, the noise becomes

$$\tilde{\mathbf{n}} = \Lambda^{-1/2} \Phi \mathbf{n} \quad (22)$$

Note that the covariance matrix of $\tilde{\mathbf{n}}$ is

$$\text{Cov}(\tilde{\mathbf{n}}) = E(\tilde{\mathbf{n}} \tilde{\mathbf{n}}^H) = E(\Lambda^{-1/2} \Phi \mathbf{n} \mathbf{n}^H \Phi \Lambda^{-1/2}) = \Lambda^{-1/2} \Phi \Sigma \Phi \Lambda^{-1/2} = \mathbf{I}_J \quad (23)$$

which implies that the noise is whitened.

Filtering the head difference by $\Lambda^{-1/2} \Phi H$, it becomes

$$\Delta \mathbf{h} = \Lambda^{-1/2} \Phi H \Delta \mathbf{h} = s^H \Lambda^{-1/2} \Phi H \mathbf{g}(\mathbf{x}) + \Lambda^{-1/2} \Phi H \mathbf{n} = s^H \tilde{\mathbf{G}}(\mathbf{x}) + \tilde{\mathbf{n}} \quad (24)$$

where $\tilde{\mathbf{G}}(\mathbf{x}) = \Lambda^{-1/2} \Phi H \mathbf{G}(\mathbf{x})$. Then, the leak position and size can be estimated via Eqs. (19) and (20), where $\Delta \mathbf{h}$ and $\mathbf{G}$ are replaced by $\Delta \mathbf{h}$ and $\tilde{\mathbf{G}}$, respectively.

**Detecting Multiple Leaks**

In the case of two leaks with location $x_{i1}$, pipe elevation $z_{i1}$ at $x_{i1}$, and size $s_{i1}$, $i = 1, 2$, the measured head at $x_{M}$ ($x_{M} > x_{i1} > x_{i2}$) is denoted by the expression

$$h_{M}(\omega) = h_{NL}(\omega) + s_{i1} g(\omega, x_{i1}) + s_{i2} g(\omega, x_{i2}) + s_{i1} s_{i2} G_{CE}(\omega, x_{i1}, x_{i2}) \quad (25)$$

in which

$$G_{CE}(\omega, x_{i1}, x_{i2}) = \frac{c Z^2 \sinh(\mu(x_{i2} - x_{i1})) \sinh(\mu(x_{M} - x_{i2}))}{2 \sqrt{(h_{M}^2 - z_{i1}^2)(H_0^2 - z_{i2}^2)}} \times (-Z \sinh(\mu z_{i2}) q(x_{i1}) + \cosh(\mu z_{i2}) h(x_{i2})) \quad (26)$$

represents the coupling effect of the two leaks. The derivation of Eq. (25) can be found in Appendix II. For small leaks, i.e., $s_{i1} \ll 1$, the contribution of the last term of Eq. (25) is much smaller than the other terms, and thus may be ignored. Therefore, the head difference $\Delta \mathbf{h} = (h_{M} - h_{i1}^N, \ldots, h_{M}^H - h_{i2}^H)^T$ can be approximated by

$$\Delta \mathbf{h} \approx \Delta \mathbf{h}_{1} + \Delta \mathbf{h}_{2} = s_{i1} \mathbf{G}(x_{i1}) + s_{i2} \mathbf{G}(x_{i2}) \quad (27)$$

In the presence of multiple leaks, the localization method based on the assumption of single leak can still be used. Consider two leaks with same leak size $s_{i1}$, the output function is a superposition of the contributions from the two leaks
Optimal Filter Maximizing SNR

The output function of MFP [Eq. (16)] is equivalent to applying a filter \( \mathbf{w}^H \) to the head difference \( \mathbf{h} \)

\[
\mathbf{w}^H \mathbf{h} = s^T \mathbf{w}^H \mathbf{G} + \mathbf{w}^H \mathbf{n}
\]  
(29)

The optimal filter can be determined by maximizing SNR

\[
\max \frac{|s^T \mathbf{w}^H \mathbf{G}|^2}{E(|\mathbf{w}^H \mathbf{n}|^2)} = \max \frac{(s^T \mathbf{w}^H \mathbf{G})^2}{\sigma^2 |\mathbf{w}|^2}
\]  
(30)

The filter maximizing Eq. (30) (with the constraint \(|\mathbf{w}| = 1\)) is

\[
\hat{\mathbf{w}} = \frac{\mathbf{G}}{\sqrt{\mathbf{G}^H \mathbf{G}}}
\]  
(31)

which is identical with Eq. (18). This property shows that MFP minimizes the influence of noise and is thus robust in a noisy environment.

MFP in the Time Domain

Since the operation of a complex conjugate in the frequency domain is equivalent to the time reversal in the time domain (Khazaie et al. 2016) (Appendix III), Eq. (16) can be rewritten

\[
B = \sum_{j=1}^{J} \mathbf{w}^j(\omega_j) \Delta \mathbf{h}(\omega_j) = \sum_{j=1}^{J} \mathcal{F}_{\omega_j}(W(T-t+1)) \mathcal{F}_{\omega_j}(\Delta \mathbf{H}(t))
\]  
(32)

where the asterisk stands for the convolution; \( \mathcal{F}_{\omega_j} \) represents the Fourier transform at \( \omega_j \); and \( W(t) \) and \( \Delta \mathbf{H}(t) \), \( t = 1, \ldots, T \) are the inverse Fourier transform of \( w \) and \( \Delta \mathbf{h} \). Note that \( W(T-t+1) * \Delta \mathbf{H}(t) \) is a filtering operation where \( W \) is the filter. Since the angular frequency can be arbitrarily taken, maximizing the output function with respect to \( w \) in the frequency domain is equivalent to finding an optimal filter in the time domain (the matched-filter method). It has been shown in Eq. (31) that the optimal \( \mathbf{w} \) is the normalized theoretical expression of the head difference; therefore, the optimal filter is the convolution with the time-reversed head measurement in the time domain, that is,

\[
W(T-t+1) * \Delta \mathbf{H}(t) = \Delta \mathbf{H}(T-t+1) * \Delta \mathbf{H}(t)
\]  
(33)

Therefore, the MFP method can be understood as filtering the measured time signal such that the sound power is maximized. Physically, Eq. (33) corresponds to (weighted) hearing, i.e., recording sound waves only at the moments when the reflected waves arrive at the measurement station and being deaf at other times.

Numerical Simulation

In this section, numerical examples are introduced to test the MFP method. The case of a single leak with white and nonwhite noise
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and the case of multiple leaks are respectively considered. The robustness of the proposed method with respect to uncertain fluid-pipe system wave speed is also investigated.

**Single Leak with White Noise**

First, the case of a single leak and white noise is considered. The leakage problem in a single pipeline is numerically simulated. The system arrangement is shown in Fig. 1. Two reservoirs are connected by a pipe in a horizontal plane; the heads of the upstream and downstream reservoirs are $H_1 = 25$ m and $H_2 = 20$ m, respectively. The pipe length is $l = 2,000$ m and the diameter is $D = 0.5$ m. The Darcy–Weisbach friction factor of the pipe is $f = 0.02$ and the steady-state discharge is $Q_0 = \sqrt{2} g D A^2 (H_1 - H_2)/(l f) = 0.0153$ m$^3$/s. The wave speed is $a = 1000$ m/s. A valve is located at the downstream end of the pipe and a pressure sensor is situated just upstream of the valve. It is assumed that an impulse wave is generated by rapidly closing the pipe and a pressure sensor is situated just upstream of the valve. The reservoir boundary condition at $x_U$ is $h(x_U) = 0$. The wave propagation boundary condition at $x_D$ is $h(x_D') = 0$. The wave propagation simulation in the frequency domain is accomplished using the transfer matrix method in Eq. (7). Note that the proposed MFP method is not limited to the impulse wave but can be applied to different types of valve maneuver or wave generation. Of course, like any other method, the sharper the transient, the higher would be the resolution be. In addition, the fact that the proposed method uses all frequencies and not just resonant frequencies means that it is more robust than other methods even for a given maneuver.

The discharge at the upstream boundary is assumed to be obtained by measuring the head near the upstream reservoir. This approach is investigated in detail in Kashima et al. (2013) and is found to be in good agreement with experiments. Gaussian white noise with zero mean is added to both the head at $x_U$ and the discharge at $x_l'$. Here, the SNR in decibel is 10 dB, defined as

$$\text{SNR} = 20\log_{10}(|E(\Delta h)|/\sigma) = 20\log_{10}\left(\frac{s_L}{\sigma} \frac{G}{|G|}\right)$$

where $|E(\Delta h)| = \text{average head difference}$; and $\sigma = \text{standard deviation of the Gaussian white noise}$. It is important to note that $|E(\Delta h)|/\sigma$ in Eq. (34) is the ratio between the average change of signal due to the leak (reflection and damping). Therefore, increasing SNR is equivalent to increasing the leak size $s_L$ or decreasing the noise level $\sigma$. Another coefficient that affects the localization accuracy is the steady-state pressure head at the leak $H_L^0$ (Liou 1998; Ferrante et al. 2014). It can be seen from Eqs. (11) and (13) that when $s_L^2 = 0$ (the case studied in this section), $H_L^0$ is proportional to $s^2$. Therefore, the influence of $H_L^0$ can be equivalently quantified by varying SNR. For the aforesaid reasons, this section shows the simulation results with different SNR, but $s_L^2$ and $H_L^0$ are fixed.

Here, the case of single leak is considered; the leak location is $x_U = 400$ m and the lumped leak parameter (effective leak size) is $s_L^2 = 1.4 \times 10^{-4}$ m$^2$. The measurement location is at $x_M = 2,000$ m. The peak angular frequencies $\omega = n\omega_h, n = 1, 3, \ldots, 31$, are used for the leak localization, where $\omega_h = a\pi/(2l)$ is the resonant frequency. Fig. 4(a) plots the power output $|B|^2$, which reaches maximum at the actual leak position (marked by the vertical dashed line). However, a symmetric maximum of $|B|^2$ having the same level can be found at $x = 1600$ m. This is due to the fact that $G(x_U)$ is symmetric with respect to $x_M/2$ for the case $h(x_U') = 0$ [Eq. (13)], which implies that $|B|^2$ reaches
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Fig. 5. Localization error of a single leak versus SNR. The used frequencies are \( \omega = \omega_{ih} \times (1:2:31) \) (only resonant frequencies) and \( \omega = \omega_{ih} \times (1:0.02:31) \), respectively.

maximun at both \( x^L \) and \( x^M - x^L \). The issues of false (nonunique) localization and side lobes are resolved by adding another measurement station. By repeating the procedure but for \( x^M = 1,800 \) m, it is found that the maximum at actual \( x^L \) remains at the original (and correct) location while the symmetric (false) maximum (as well as the other local maxima) moves and can thus be excluded [Fig. 4(b)]. Alternatively, if the data from both sensors are used simultaneously, the output function of MFP shows a unique maximum at the actual leak, as is illustrated in Fig. 4(c). Furthermore, the leak size \( s^L \) can be estimated via Eq. (20), which is \( s^L = 1.41 \times 10^{-4} \text{ m}^2 \) and is very close to its actual value \( 1.4 \times 10^{-4} \text{ m}^2 \) (the relative error is 0.7%).

The localization error with respect to various SNR (being \(-3, 0, 3, 6, \) and \( 9 \text{ dB} \), which correspond to the ratio \( \frac{\| \text{E} \|}{\sigma} \) between the average change of signal due to the leak and the average noise level ranging from \( 0.7 \) to \( 2.8 \)) is shown in Fig. 5. The dashed line and solid line correspond to using the 16 peak frequencies \( \omega = \omega_{ih} \times (1:2:31) \) and more frequencies \( \omega = \omega_{ih} \times (1:0.02:31) \), respectively. Since the noise generation is random, the error shown in the figure is the average of 20 simulations, and the corresponding 95% confidence intervals are also displayed. It is obvious that for SNR not higher than \( 3 \text{ dB} \), both estimates are precise (the error is less than \( 3 \text{ m} \)). For low SNR equal to \( 0 \) or \( -3 \text{ dB} \), however, only using peak frequencies leads to a large localization error. By contrast, using more frequencies can largely improve the estimate, the corresponding localization error is acceptable (always less than \( 5 \text{ m} \) in this case).

The leak localization with various actual leak locations is also tested, which ranges from \( 100 \) to \( 1,700 \) m. Two sensors located at \( 1,800 \) and \( 2,000 \) m are used. As a matter of fact, in the case of high noise level, the cost function of MFP might be contaminated such that a side lobe is higher than the main lobe corresponding to the actual leak [Fig. 4(c)] and the locations of side lobes (and thus their distance to the actual leak) strongly depend on the actual leak location. In order to have a fair comparison for localization accuracy for different actual leak locations, the successful rate of localization, instead of the error, is thus computed. More specifically, for each case of SNR (0 and \( 6 \text{ dB} \)) and selected frequencies \( \omega = \omega_{ih} \times (1:2:31) \) and \( \omega = \omega_{ih} \times (1:0.02:31) \), the simulation is repeated 100 times and the successful rate, which is defined by the absolute error less than \( 10, 5, \) and \( 2 \text{ m} \) (corresponding to 0.04\( \lambda_{\min} \), 0.02\( \lambda_{\min} \), and 0.01\( \lambda_{\min} \), where \( \lambda_{\min} \) is the minimum wavelength), is computed and plotted in Fig. 6. Unsurprisingly, using more frequencies and higher SNR both lead to a higher successful rate of leak localization. In the case of using more frequencies [Figs. 6(b and d)], the localization accuracy is satisfactory considering that the error is much lower than the minimum half-wavelength of the used transient wave, i.e., \( \lambda_{\min}/2 = 129 \text{ m} \). Furthermore, the successful rates versus leak location for error less than 5 and 2 m are irregular although a leak near the middle of the pipe seems slightly easier to be localized.

Single Leak with Nonwhite Noise

A numerical example for the case of nonwhite noise is considered here. The numerical setup is the same as in the previous case except that the noise vector \( n \) is assumed to be a blue noise, whose power density increases 3 dB per increasing frequency over the frequency range. First, the SNR at the first resonant frequency \( \omega_{ih} \) is assumed to be SNR\(_1 = 30 \text{ dB} \); the SNR at \( 3\omega_{ih} \) is thus \( -55 \text{ dB} \). Figs. 7(a and b) display the output function of MFP before and after whitening the noise. Here, two measurement stations at 1,800 and 2,000 m are used. In this former case, since the noise distribution is nonwhite which does not meet the model assumption, the MFP method does not work efficiently. However, by whitening the blue noise, the MFP approach is able to find the maximum value at the actual leak location.

The leak localization error with respect to various SNR using different frequencies is investigated, as is shown in Fig. 8. The SNR at the first resonant frequency is SNR\(_1 = 20, 35, 50, 65, \) and \( 80 \text{ dB} \) (the corresponding SNR at \( 3\omega_{ih} \) is \( -65, -50, -35, -20, \) and \( -5 \text{ dB} \)). In order to reduce the influence of randomness, the error is averaged by 20 simulations. As SNR decreases, the error in leak localization estimates without whitening noise dramatically increases while whitening the noise keeps errors at a comparable level (around \( 10 \text{ m} \) when SNR\(_1 = 20 \text{ dB} \)). Besides, using more frequencies \( \omega = \omega_{ih} \times (1:0.2:31) \), instead of only peak frequencies, also increases the precision of leak detection, as was indicated in the previous case of white noise.

Multiple Leaks

In this section, numerical simulations for the two-leak case are considered. First, two leaks are located at \( x^{L_1} = 700 \) m and \( x^{L_2} = 1,600 \text{ m} \) and the lumped leak parameters for both leaks are \( s^{L_1} = s^{L_2} = 1.4 \times 10^{-4} \text{ m}^2 \). The wave propagation is simulated, and the pressure heads obtained at \( x = 1,800 \) and \( x = 2,000 \text{ m} \) constitute the measured heads. The noise is assumed to be white noise with SNR being \( 10 \text{ dB} \). The results using measurement (1) at \( x = 1,800 \text{ m} \), (2) at \( x = 2,000 \text{ m} \), and (3) at both \( x = 1,800 \) and \( x = 2,000 \text{ m} \) are displayed in Fig. 9. It is clear that a single sensor is able to localize both leaks, but two symmetric maxima of \( |B|^2 \) appear as the single leak case. Again, using another sensor permits exclusion of the two false estimates: the two peaks of \( |B|^2 \) corresponding to the actual leaks remain while the other two move. Fig. 9(c) shows the result that uses both sensors in Figs. 9(a and b), in which the two highest maxima correspond to the two actual leaks.

In this example, two leaks can be separated by plotting \( |B|^2 \). However, the resolution depends on the distance between the leaks and the probing wavelength. In the following, two close leaks, whose coordinates are \( x^{L_1} = 640 \text{ m} \) and \( x^{L_2} = 700 \text{ m} \), are considered. Since it has been shown that the symmetric leak estimates can
Fig. 6. Localization successful rate (defined by error less than 2, 5, and 10 m, respectively) of single leak with respect to various leak location. The frequencies used in the localization algorithm are, respectively (a and c) $\omega = \omega_{th} \times (1:2:3)$, and (b and d) $\omega = \omega_{th} \times (0.02:3)$. The SNR is (a and b) 0 dB; and (c and d) 6 dB.

Fig. 7. Localization of a single leak using MFP (a) with whitening; and (b) without whitening the noise. The measurement noise follows a blue noise with $\text{SNR}_1 = 30$ dB at the first frequency. The dashed line and the cross stand for the leak and measurement locations, respectively.
be excluded by a secondary sensor, only the first half pipe is plotted. The first 16 peak frequencies ($\omega = n\omega_1$, $n = 1, 3, \ldots, 31$) are used for MFP, and the results are shown in Fig. 10(a). In this case, the minimum wavelength is $\lambda = 258$ m, i.e., the distance between leaks (60 m) is smaller than the minimum half-wavelength (129 m), thus the two leaks are not separated and only one maximum can be seen in the plot. Then, the maximum angular frequency is increased to $51\omega_1$ and $61\omega_1$ (the corresponding minimum wavelengths are, respectively, 157 and 131 m), the corresponding leak localization results are displayed in Figs. 10(b and c). In the former case, the minimum half-wavelength (78.5 m) is slightly larger than the leak distance; two local maxima can be found but both lobes are not totally separated. In the latter case, the minimum half-wavelength (65.5 m) is almost equal to the leak distance and the two leaks are resolvable. Furthermore, Fig. 10(c) exposes some side lobes. However, using more frequencies in the MFP method can suppress these side lobes. Fig. 10(d) plots the power output in which the frequency range is the same as Fig. 10(c), but more frequencies (between the peak frequencies) are used: $\omega = \omega_1\times (1:0.02:31)$. In this figure, the magnitudes of the side lobes are much lower than the former case. Note that $61\omega_1 = 0.94 \times 61 \approx 57$ rad/s or 9 Hz. This calls for a valve maneuver of 0.1 s which is easily realized in practice.

### Sensitivity with Uncertain Wave Speed

In this section, sensitivity of the proposed leakage detection method with respect to wave speed uncertainty is investigated. In physical experiments, the wave speed in a pipe may typically vary in a given pipe system by 10–15% (Wylie and Streeter 1978), which could potentially seriously affect the leakage detection estimates. Fig. 11 shows the frequency response of head at the valve with unit input discharge perturbation, for wave speeds of $a = 990, 1,000, 1,010$ m/s respectively. Here, the pipe length is $l = 2,000$ m, the leak location is $x_L = 400$ m and the lumped leak parameter $s_L = 1.4 \times 10^{-4}$ m$^2$. The location of measurement station is $x = 2,000$ m and the SNR is 10 dB. Fig. 11 illustrates that a slight variation of wave speed changes the resonant frequency, the peak frequencies, and, more importantly, the magnitude and sequence of the peaks, which may result in a strong sensitivity of leakage localization estimates.

![Figure 8](image.png)

**Fig. 8.** Localization error of a single leak with and without whitening the blue noise. The frequencies used in the MFP method are $\omega = \omega_1\times (1:2:31)$ or $\omega = \omega_1\times (1:0.2:31)$.

![Figure 9](image.png)

**Fig. 9.** Localization of two leaks using MFP with (a) a single sensor at 2,000 m; (b) a single sensor at 1,800 m; and (c) two sensors at 1,800 and 2,000 m. The dashed lines and the cross stand for the leak and sensor locations, respectively.
Fig. 11. Head response at $x^M = 2,000$ m in the frequency domain with unit input discharge perturbation at the valve with different wave speed $\alpha = 990, 1,000, 1,010$ m/s. The leak location is at $x^L = 400$ m.

Fig. 10. Localization of two close leaks using MFP. The dashed lines stand for the locations of the leaks. The used maximum frequency is (a) $31\omega_{ih}$; (b) $51\omega_{ih}$; and (c and d) $61\omega_{ih}$. In (a)–(c), only resonant frequencies are used; and in (d) more frequencies $[\omega = \omega_{ih} \times (1:0.02:61)]$ are used.

The high uncertainty level distorts the output function so that the side lobe of $|B|^2$ at 800 m becomes higher than the main lobe at 400 m [Fig. 4(a)], which therefore leads to an incorrect estimate. However, as previously shown in Figs. 10(c and d), using more frequencies is able to suppress the side lobes, which can thus solve the problem. Here, the angular frequencies $\omega = \omega_{ih} \times (1:0.02:31)$ are used, which generate a more robust estimation result: the side lobe of $|B|^2$ no longer exceeds the main lobe. When the wave speed error increases to $150$ m/s (15% relative error), the MFP method has an error of approximately 100 m, since the wrong information of wave speed leads to a wrong estimate of reflecting time from the leak. However, a smaller error interval of wave speed results in an acceptable error of leak localization. Fig. 12(b) illustrates that the estimation error is smaller than 5 m (the range is labeled by the dashed lines) when the wave speed error range is approximately $\pm 35$ m/s (3.5% relative error), using the frequencies $\omega = \omega_{ih} \times (1:0.02:31)$. Again, only using peak frequencies $[\omega = \omega_{ih} \times (1:2:31)]$ generates a higher error: the localization error is around 8 m in the case that the wave speed error is 20 m/s (2% relative error).

**Conclusions**

This paper addresses the problem of leak detection in a pipeline using a fluid transient probing wave. A matched-field processing method is proposed to estimate the leak location and size. The estimate proved to be a maximum likelihood estimate and it is explained by a matched-filter approach in both time and frequency domains. The measurement noise can be either white or nonwhite: in the latter case the noise has to be filtered by applying a whitening filter to the measurement of pressure head. The model is based on the single leak assumption but multiple leaks can still be localized due to the linear relationship of head difference contributions from various leaks. The proposed method is able to use the measurements at all available frequencies, rather than only peak
frequencies, which can improve the robustness and accuracy of leak estimates.

The results obtained from simulated data illustrate the potential utility of the proposed MFP method. The accuracy of the leak localization and the ability to resolve two leaks separated by a distance larger than minimum half-wavelength are demonstrated. The robustness with respect to measurement noise and imprecise wave speed is also investigated.

Future work may be conducted in several directions. A more complex model including uncertainty information on wave speed distribution would be interesting, which may further improve the leak detection accuracy. The influence of sensor location and the sensor distribution design for the multisensor case in both single pipe and branch system are worth studying. Furthermore, the present work deals with the localization of multiple leaks using a single-leak model. In order to further increase the estimation accuracy, robustness and the resolution, a model parametrizing the locations and sizes of multiple leaks may be considered. This latter approach is currently under development by the authors.

Appendix I. Maximum Likelihood Estimation of Leak Location and Size

It is assumed that the random error vector follows a complex-valued Gaussian distribution (Picinbono 1996) with zero mean and covariance matrix $\sigma^2 I_j$, in which $I_j$ is $J$-dimensional identity matrix. After removing unnecessary terms that are independent of the unknown parameters, the log-likelihood function of $\Delta h$ is

$$L(x^L, s^L; \Delta h) = -\|\Delta h - s^L G(x^L)\|^2$$  \hspace{1cm} (35)

Then, the MLE of leak location $x^L$ and leak size $s^L$ are given by

$$\left\{\hat{x}^L, \hat{s}^L\right\} = \arg \min_{x^L, s^L} \|\Delta h - s^L G(x^L)\|^2$$  \hspace{1cm} (36)

For any given leak location $x^L$, the MLE of $s^L$ is a least square solution of Eq. (36)

$$s^L = \frac{G^H(x^L) \Delta h}{G^H(x^L) G(x^L)}$$  \hspace{1cm} (37)

Inserting Eq. (37) into Eq. (36), the MLE of $x^L$ are derived

$$\hat{x}^L = \arg \min_{x^L} \|\Delta h - \frac{G(x^L) G^H(x^L) \Delta h}{G^H(x^L) G(x^L)}\|^2$$  \hspace{1cm} (38)

$$= \arg \max_{x^L} \frac{\Delta h^H G(x^L) G^H(x^L) \Delta h}{G^H(x^L) G(x^L)}$$  \hspace{1cm} (39)

Appendix II. Theoretical Expression of Head Measurement in the Case of Double Leaks

In the case of double leaks, the discharge $q(x^M)$ and head $h(x^M)$ at $x^M$ are given by

$$\left(\begin{array}{c} q(x^M) \\ h(x^M) \end{array}\right) = M \left(\begin{array}{c} q(x^U) \\ h(x^U) \end{array}\right)$$  \hspace{1cm} (40)

wherein the transfer matrix is
\[ M = M^{NL}(x^M - x^L) \left( 1 - \frac{Q_i^L}{2(H_0^L - z_i^L)} \right) M^{SL}(x^L - x^M) \left( 1 - \frac{Q_i^L}{2(H_0^L - z_i^L)} \right) M^{NL}(x^L - x^U) \]

\[ = M^{NL}(x^M - x^U) + s^{L1}M^{SL}(x^L) + s^{L2}M^{SL}(x^L) - s^{L1}s^{L2}M^{CE} \] (41)

Here, \( M^{NL}(x^M - x^U) \) and \( M^{SL}(x^L) \) (\( i = 1,2 \)) are obtained from Eqs. (8) and (10), and

\[ M^{CE} = \frac{g}{2\sqrt{(H_0^L - z_i^L)(H_0^L - z_i^L)}} \times \begin{pmatrix} Z^2 \sinh(\mu_1) \sinh(\mu_2) \cosh(\mu_3) & -Z \cosh(\mu_1) \sinh(\mu_2) \cosh(\mu_3) \\ -Z^2 \sinh(\mu_1) \sinh(\mu_2) \sinh(\mu_3) & Z^2 \cosh(\mu_1) \sinh(\mu_2) \sinh(\mu_3) \end{pmatrix} \] (42)

represents the coupling effect of the double leaks, where \( l_1 = x^{L1}, l_2 = x^{L2} - x^{L1}, \) and \( l_3 = x^M - x^{L2}. \) Therefore, Eq. (25) is derived.

### Appendix III. Time Reversal in the Frequency Domain

The head in the frequency domain is derived from a discrete Fourier transform (denoted by \( \mathcal{F}_\omega \))

\[ h(\omega) = \mathcal{F}_\omega(H(t)) = \sum_{t=-T}^{T} H(t)e^{-i\omega t} \] (43)

where \( H(t) \) is the head in the time domain. The conjugate of Eq. (43) is

\[ h^*(\omega) = \sum_{t=-T}^{T} H(t)e^{i\omega t} = \sum_{t=-T}^{T} H(-t)e^{-i\omega t} = \mathcal{F}_\omega(H(-t)) \] (44)

which implies that the conjugate operation in the frequency domain corresponds to the time reversal in the time domain.
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### Notation

The following symbols are used in this paper:

- \( A \) = pipe area;
- \( a \) = wave speed;
- \( f \) = Darcy–Weisbach friction factor;
- \( g \) = gravitational acceleration;
- \( h \) = complex head oscillation;
- \( M \) = transfer matrix;
- \( n \) = measurement noise;
- \( Q_i^L, H_0^L \) = steady-state discharge and head of leak;
- \( q \) = complex discharge oscillation;
- \( R \) = frictional resistance;
- \( s_L \) = lumped leak parameter;
- \( x^M \) = location;
- \( x^L \) = measurement station coordinate;
- \( Z \) = characteristic impedance;
- \( z^L \) = head elevation at leak;
- \( \Delta h \) = head difference;
- \( \mu \) = propagation function;
- \( \Sigma \) (\( \sigma^2 \)) = covariance matrix (variance) of noise.
- \( \omega \) = angular frequency; and
- \( \omega_n \) = resonant frequency.

### Superscripts

- \( c \) = complex conjugate;
- \( D \) = downstream node;
- \( H \) = conjugate transpose;
- \( L \) = leak;
- \( M \) = measurement;
- \( NL \) = no leak;
- \( SL \) = single leak; and
- \( U \) = upstream node.

### References


© ASCE