Identification of multiple leaks in pipeline: Linearized model, maximum likelihood, and super-resolution localization
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Abstract

This paper considers the problem of identifying multiple leaks in a water-filled pipeline based on inverse transient wave theory. The analytical solution to this problem involves nonlinear interaction terms between the various leaks. This paper shows analytically and numerically that these nonlinear terms are of the order of the leak sizes to the power two and; thus, negligible. As a result of this simplification, a maximum likelihood (ML) scheme that identifies leak locations and leak sizes separately is formulated and tested. It is found that the ML estimation scheme is highly efficient and robust with respect to noise. In addition, the ML method is a super-resolution leak localization scheme because its resolvable leak distance (approximately $0.15\lambda_{\text{min}}$, where $\lambda_{\text{min}}$ is the minimum wavelength) is below the Nyquist-Shannon sampling theorem limit ($0.5\lambda_{\text{min}}$). Moreover, the Cramér-Rao lower bound (CRLB) is derived and used to show the efficiency of the ML scheme estimates. The variance of the ML estimator approximates the CRLB proving that the ML scheme belongs to class of best unbiased estimator of leak localization methods.
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1. Introduction

Leaks in water supply pipelines is a problem of increasing interest due to their associated financial cost from the wastage of resources as well as their ability to act as entry points for contaminants into the treated water system. Various leak detection methods have been developed in the past decades with acoustic analysis as one of the more popular techniques. The fact that 40% of water is lost from pipes around the world is a clear testimony that current methods are far from satisfactory and there is an urgent need to fill this gap. As a result, recent researches have focused on transient-based leak detection methods (TBDMs). TBDMs utilize the hydraulics of transient flows to detect leaks in the pipeline, e.g., Refs. [1–18]. The tenet of TBDM is that leaks can be identified by injecting perturbations into a pipeline and measuring and analysing the system response (e.g., pressure head) at specified location(s). The reason that such methods are expected to work is that a leak in a pipeline system is known to result in an increased damping of the transient pressure and acts as “reflector” to the transient wave [19]. Many TBDMs have been developed by researchers and applied to water piping systems. The class of TBDM that uses the reflective property of a leak is called transient reflection based method (TRM) [20–23]. Another class that uses the damping property of leak is called transient damping based Method (TDM) [5]. A third class of TBDM uses both damping and reflective properties and can be found in Refs. [1,3,4,6–9,24–30]. Note that the TBDMs mainly concern transmission mains but they
have been used in distribution mains [16]. Furthermore, TBDMs can detect not only leaks but also partial blockages, partially closed in-line valves, branches, etc [16,31–33]. However, there is no proof that these methods maximize signal-to-noise ratio (SNR) and there is no concerted effort in the literature to theoretically or analytically study the effect of noise on these existing methods using a probabilistic framework such as the maximum likelihood theory, although there have been attempts at evaluating the reliability of leak detection techniques with respect to noise [22]. Yet, ultimately, such methods would need to be applied in an often highly noisy environment due to traffic, turbulence, and mechanical devices.

<table>
<thead>
<tr>
<th>Nomenclature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>q</td>
<td>discharge oscillation</td>
</tr>
<tr>
<td>h</td>
<td>head oscillation</td>
</tr>
<tr>
<td>x&lt;sub&gt;L&lt;/sub&gt;</td>
<td>leak location</td>
</tr>
<tr>
<td>z&lt;sub&gt;L&lt;/sub&gt;</td>
<td>pipe elevation at leak</td>
</tr>
<tr>
<td>s&lt;sub&gt;L&lt;/sub&gt;</td>
<td>leak size</td>
</tr>
<tr>
<td>Q&lt;sub&gt;L0&lt;/sub&gt;, H&lt;sub&gt;L0&lt;/sub&gt;</td>
<td>steady-state discharge and head of leak</td>
</tr>
<tr>
<td>x&lt;sub&gt;M&lt;/sub&gt;</td>
<td>sensor coordinate</td>
</tr>
<tr>
<td>Δh</td>
<td>head difference</td>
</tr>
<tr>
<td>n</td>
<td>measurement noise</td>
</tr>
<tr>
<td>a</td>
<td>wave speed</td>
</tr>
<tr>
<td>A</td>
<td>area of pipeline</td>
</tr>
<tr>
<td>l</td>
<td>pipe length</td>
</tr>
<tr>
<td>g</td>
<td>gravitational acceleration</td>
</tr>
<tr>
<td>Z</td>
<td>characteristic impedance</td>
</tr>
<tr>
<td>R</td>
<td>frictional resistance</td>
</tr>
<tr>
<td>F</td>
<td>Darcy-Weisbach friction factor</td>
</tr>
<tr>
<td>μ</td>
<td>propagation function</td>
</tr>
<tr>
<td>ω</td>
<td>angular frequency</td>
</tr>
<tr>
<td>ω&lt;sub&gt;th&lt;/sub&gt;</td>
<td>fundamental frequency</td>
</tr>
<tr>
<td>λ&lt;sub&gt;min&lt;/sub&gt;</td>
<td>minimum wavelength</td>
</tr>
<tr>
<td>M</td>
<td>sensor number</td>
</tr>
<tr>
<td>N</td>
<td>leak number</td>
</tr>
<tr>
<td>J</td>
<td>frequency number</td>
</tr>
<tr>
<td>T</td>
<td>sample size</td>
</tr>
<tr>
<td>σ&lt;sup&gt;2&lt;/sup&gt;</td>
<td>variance of noise</td>
</tr>
<tr>
<td>log&lt;sub&gt;L&lt;/sub&gt;</td>
<td>log-likelihood function</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Superscripts</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>leak</td>
</tr>
<tr>
<td>U</td>
<td>upstream node</td>
</tr>
<tr>
<td>D</td>
<td>downstream node</td>
</tr>
<tr>
<td>NL</td>
<td>no leak</td>
</tr>
<tr>
<td>SL</td>
<td>single leak</td>
</tr>
<tr>
<td>M</td>
<td>measurement</td>
</tr>
<tr>
<td>H</td>
<td>conjugate transpose</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Acronyms</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRLB</td>
<td>Cramér-Rao lower bound</td>
</tr>
<tr>
<td>FIM</td>
<td>Fisher information matrix</td>
</tr>
<tr>
<td>FRF</td>
<td>frequency response function</td>
</tr>
<tr>
<td>MFP</td>
<td>matched-field processing</td>
</tr>
<tr>
<td>MFP(1)</td>
<td>MFP with one-leak model</td>
</tr>
<tr>
<td>ML</td>
<td>maximum likelihood</td>
</tr>
<tr>
<td>MLE</td>
<td>maximum likelihood estimate</td>
</tr>
<tr>
<td>MSE</td>
<td>mean square error</td>
</tr>
<tr>
<td>PDF</td>
<td>probability density function</td>
</tr>
<tr>
<td>RE</td>
<td>relative error</td>
</tr>
<tr>
<td>RMSE</td>
<td>root mean square error</td>
</tr>
<tr>
<td>SNR</td>
<td>signal-to-noise ratio</td>
</tr>
</tbody>
</table>
Recently, the authors of this paper formulated a transient leak detection method based on a matched-field processing (MFP) method [34] and found that this approach is efficient, robust, accurate, provides a unique solution and maximizes SNR. MFP uses the full information in the measured signal, i.e., both the reflective and damping properties of leaks are incorporated. As a result, MFP uses all available frequencies, not just resonant frequencies. Therefore, there is no need to identify which frequencies are resonant frequencies. The fact that MFP uses all frequencies (i.e., all measured information) together with its ability to maximize SNR means that the MFP method provides precise localization estimates even in noisy environments. In fact, it is shown that the MFP method can locate and size leaks in the presence of (i) noise even for SNR as low as SNR = −3.0 dB and (ii) uncertainty in the wave speed. For the case of multiple leaks, MFP identifies separate leaks provided the distance between leaks is of the same order or larger than half the shortest probing wavelength. For cases where half of the shortest probing wavelength is large compared to the distance between the leaks, separation of individual leaks in the pipe is not possible. It is precisely this shortcoming of MFP that this paper addresses.

Following this introduction, a statement of the problem being addressed is given in Section 2. Then, a frequency-domain transient wave model for pipe systems is introduced in Section 3. The head difference due to the transient wave propagating from one end of the pipe to the other while passing by multiple leaks is analyzed. The head changes are then approximated by a linear combination of individual leak contributions, where the accuracy of this linear approximation is justified both mathematically and numerically. In Section 4, a maximum likelihood (ML) leak detection method is introduced and used to estimate both the positions and sizes of multiple leaks in a pipe system. In Section 5, the Cramér-Rao lower bound (CRLB) of leak locations and sizes is derived and it is shown that the ML approach maximizes SNR. Numerical simulations are introduced to illustrate the properties of the ML method in Section 6. Finally, some conclusions are drawn in Section 7.

2. Problem statement and goal of the paper

As stated in the introduction, although the MFP method introduced by the authors in Ref. [34] has several desirable attributes including efficiency, robustness, accuracy, uniqueness of solution and maximizing SNR, it is unable to separate multiple leaks when the shortest probing wavelength is large compared to the distance between the leaks. Numerical examples are introduced here to illustrate and clarify this deficiency in the MFP method proposed in Ref. [34]. The numerical test pipe system is shown in Fig. 1. A single, horizontal pipeline is connected by two reservoirs, whose coordinates are \( x = x^0 \) and \( x = x^0 \) and their heads relative to pipeline centreline are respectively \( H_1 = 25 \text{ m} \) and \( H_2 = 20 \text{ m} \). The pipe length is \( L = 2 \text{ km} \) and the diameter is \( D = 0.5 \text{ m} \). The Darcy-Weisbach friction factor of the pipe is \( F = 0.02 \), the steady-state discharge is \( Q_0 = 0.0306 \text{ m}^3/\text{s} \) (the subscript “0” indicates the steady-state condition), and the wave speed is assumed to be \( a = 1200 \text{ m/s} \). A valve is located at the downstream end of the pipe and two pressure sensors are situated upstream of the valve. An impulse wave is generated by the valve. The measurements from the sensors at \( x^M_1 = 1800 \text{ m} \) and \( x^M_2 = 1960 \text{ m} \) are used in the leak estimation process. First, two leaks at \( x^L_1 = 300 \text{ m} \) and \( x^L_2 = 700 \text{ m} \) with sizes \( s^L_1 = 1 \times 10^{-4} \text{ m}^2 \) and \( s^L_2 = 1.2 \times 10^{-4} \text{ m}^2 \) are considered. The leak size, flow and head relations are defined in the following section. Fig. 2(a) shows the estimate using the MFP with single-leak model: the cost function clearly shows two local maxima which correspond to the two leaks but the estimates of both leaks have slight errors (the two local maxima are at 295 m and 703 m). Then, two close leaks are considered, whose locations are \( x^L_1 = 400 \text{ m} \) and \( x^L_2 = 460 \text{ m} \). Here, the frequencies \( \omega = \{(1 + z)\omega_{th} : z = 0, 0.02, 0.04, \ldots, 30\} \) are used, in which \( \omega_{th} = a\pi/(2L) = 0.94 \text{ Hz} \) is the fundamental frequency (first resonant frequency). Therefore, the minimum wavelength is \( \lambda_{min} = 258 \text{ m} \). Fig. 2(b) shows that in this case the two close leaks, whose distance is approximately 0.23\( \lambda_{min} \), cannot be separately identified. In fact, Ref. [34] has shown that the minimum resolvable range that two leaks can be individually estimated is approximately \( 0.5\lambda_{min} \).

The main goal of this paper is to develop a method capable of identifying “close” multiple leaks using a super-resolution method. A super-resolution method should be able to identify multiple leaks even when the distance between them is less than half the shortest probing wavelength, and it should do so without sacrificing efficiency, robustness, accuracy, uniqueness, or maximum SNR attributes.

3. Linearized model of transient wave in pipeline with multiple leaks

This section describes a model for propagation of a transient wave in a pipeline. The main result and advantage of the proposed model is that the pressure head difference due to leakage can be approximated by a linear form, which is a super-

![Fig. 1. Setup of the simulation experiment.](image-url)
position of contributions from individual leaks. Each individual contribution is a product of the leak size and a function of the corresponding leak location and is independent of other leaks. This property is used later in this paper to formulate an efficient multi-leak detection scheme that identifies leak locations and leak sizes separately.

3.1. Model description

The pipeline system setup is same as in Section 2. A pressure sensor is assumed to be set near the downstream node whose coordinate is denoted by $x^M$. A model with $N$ leaks is considered, the coordinates of the leaks are $x^L_n; n = 1, \ldots, N$, $(x^L_1 < \cdots < x^L_N < x^M)$, $z^L_n$ denotes the elevation of the pipe at each leak, and $Q^L_n$ and $H^L_n$ are the steady-state discharge and head at each leak. The leak size is represented by the lumped leak parameter $s^L_n = C_d A^L_n$, where $C_d$ is the discharge coefficient of the leak and $A^L_n$ is the flow area of the leak orifice. The steady-state discharge of a leak is related to the lumped leak parameter by $Q^L_n = s^L_n \sqrt{2g(H^L_n - z^L_n)}$, in which $g$ is the gravitational acceleration.

The oscillations of discharge (volume rate of water flow) and pressure head due to a fluid transient are represented by $q$ and $h$. Given the discharge $q(x^U)$ and head $h(x^U)$ at the upstream node $x^U$, the quantities at $x^M$ can be computed in the following way [35]:

$$
\begin{pmatrix}
q(x^M) \\
h(x^M)
\end{pmatrix} = M^{NL}(x^M - x^L_0) \prod_{n=0}^N \left( \begin{pmatrix} 1 & -\frac{Q^L_n}{2H^L_n - z^L_n} \\ 0 & 1 \end{pmatrix} M^{NL}(x^L_n - x^L_{n+1}) \right) \begin{pmatrix} q(x^U) \\
h(x^U)
\end{pmatrix},
$$

in which $x^L_0 = x^U$,

$$M^{NL}(x) = \begin{pmatrix} \cosh(\mu x) & -\frac{1}{2} \sinh(\mu x) \\ -Z \sinh(\mu x) & \cosh(\mu x) \end{pmatrix}$$

is the field matrix, $Z = \mu a^2 / (i \omega g A)$ is the characteristic impedance, $\mu = a^{-1} \sqrt{-\omega^2 + i g A o R}$ is the propagation function, $a$ is the wave speed, $\omega$ is the angular frequency, $A$ is the area of pipeline, and $R$ is the frictional resistance term. Note that $R = (F Q_0) / (g D^2)$ for turbulent flows, in which $D$ is the pipe diameter and $Q_0$ is the steady-state discharge. If the pipe is frictionless ($F = 0$), $\mu = ik$ where $k = \omega / a$ is the wavenumber.

In the case of small leaks, i.e., $s^L_n \ll 1$, the right hand side of Eq. (1) can be approximated by a linear form being equal to the sum of a term independent of leaks and contributions from various leaks:

$$
\begin{pmatrix}
q(x^M) \\
h(x^M)
\end{pmatrix} \approx \begin{pmatrix} M^{NL}(x^M) + \sum_{n=1}^N s^L_n M^{NL}(x^L_n, x^M) \\ 0 \end{pmatrix} \begin{pmatrix} q(x^U) \\
h(x^U)
\end{pmatrix},
$$

in which

Fig. 2. Double-leak detection using MFP based on the single-leak model. The leak positions are (a) 300 m and 700 m and (b) 400 m and 460 m.
Lemma 1. The matrices $M_{NL}$ and $M_{SL}$ have the following properties:

1. $M_{NL}(x_1)M_{NL}(x_2) = M_{NL}(x_1 + x_2)$;
2. $M_{SL}(L_n, x_1, x_2)M_{SL}(x_3) = M_{SL}(L_n, x_1 + x_2 + x_3)$;
3. $M_{NL}(x_1)M_{SL}(L_n, x_2, x_3) = M_{SL}(L_n, x_2, x_1 + x_3)$.

Proof. (1) can be easily obtained from the basic sum rule of hyperbolic functions.

(2):

$$M_{SL}(L_n, x_1, x_2)M_{NL}(x_3) = \frac{g}{2(H_0^2 - z^2)} \begin{pmatrix}
Z \sinh(\mu x_1) \cosh(\mu(x_2 - x_1)) & -\cosh(\mu x_1) \cosh(\mu(x_2 - x_1)) & \cosh(\mu x_1) & -\frac{1}{2} \sinh(\mu x_3)
\end{pmatrix}
\begin{pmatrix}
-2 \sinh(\mu x_1) \sinh(\mu(x_2 - x_1)) & Z \cosh(\mu x_1) \sinh(\mu(x_2 - x_1)) & -Z \sinh(\mu x_1) \cosh(\mu(x_2 - x_1)) & \cosh(\mu x_1) \cosh(\mu x_3)
\end{pmatrix}
$$

$$= \frac{g}{2(H_0^2 - z^2)} \begin{pmatrix}
Z \sinh(\mu(x_1 + x_3)) \cosh(\mu(x_2 - x_1)) & -\cosh(\mu(x_1 + x_3)) \cosh(\mu(x_2 - x_1)) & \cosh(\mu(x_1 + x_3)) \cosh(\mu(x_2 - x_1)) & -Z \sinh(\mu x_3) \cosh(\mu(x_2 - x_1))
\end{pmatrix}
\begin{pmatrix}
Z \sinh(\mu(x_1 + x_3)) \cosh(\mu(x_2 - x_1)) & -\cosh(\mu(x_1 + x_3)) \cosh(\mu(x_2 - x_1)) & \cosh(\mu(x_1 + x_3)) \cosh(\mu(x_2 - x_1)) & -Z \sinh(\mu x_3) \cosh(\mu(x_2 - x_1))
\end{pmatrix}
$$

$$= M_{SL}(L_n, x_1 + x_2, x_3). \quad \square$$

(3):

$$M_{NL}(x_1)M_{SL}(L_n, x_2, x_3) = \frac{g}{2(H_0^2 - z^2)} \begin{pmatrix}
\cosh(\mu x_1) & -\frac{1}{2} \sinh(\mu x_1)
\end{pmatrix}
\begin{pmatrix}
Z \sinh(\mu(x_1 + x_3)) \cosh(\mu(x_2 - x_1)) & -\cosh(\mu(x_1 + x_3)) \cosh(\mu(x_2 - x_1)) & \cosh(\mu(x_1 + x_3)) \cosh(\mu(x_2 - x_1)) & -Z \sinh(\mu x_3) \cosh(\mu(x_2 - x_1))
\end{pmatrix}
\begin{pmatrix}
Z \sinh(\mu(x_1 + x_3)) \cosh(\mu(x_2 - x_1)) & -\cosh(\mu(x_1 + x_3)) \cosh(\mu(x_2 - x_1)) & \cosh(\mu(x_1 + x_3)) \cosh(\mu(x_2 - x_1)) & -Z \sinh(\mu x_3) \cosh(\mu(x_2 - x_1))
\end{pmatrix}
$$

$$= M_{SL}(L_n, x_2, x_1 + x_3). \quad \square$$

Lemma 2. Assume that the pipe has $N$ leaks with locations $x^m$ and sizes $s^m$ ($n = 1, \ldots, N$), then the head and discharge at $x^m+, (\lim_{x \to 0}(x^m + \delta))$ are

$$q(x^m+) \quad h(x^m+) = \begin{pmatrix}
M_{NL}(x^m) + \sum_{n=1}^{N} s^m M_{SL}(L_n, x^m, x^m)\end{pmatrix} q(x^m) + \mathcal{O}(\max_{n=1 \ldots N}(s^m)) \tag{7}
$$

as $\max_{n=1 \ldots N}(s^m) \to 0$, where $\mathcal{O}(\epsilon)$ stands for an infinitesimal amount with respect to $\epsilon$, i.e., $\mathcal{O}(\epsilon)/\epsilon \to 0$.

Proof. In the case of single leak,

$$q(x^m+) \quad h(x^m+) = \begin{pmatrix}
1 & -\frac{g}{2(H_0^2 - z^2)}
\end{pmatrix} M_{NL}(x^m) q(x^m) + \mathcal{O}(\max_{n=1 \ldots N}(s^m)) \tag{8}
$$
Assume that Eq. (7) holds for \( N - 1 \) leaks, then in the case of \( N \) leaks,
\[
\left( \frac{q(x_i^{(n+1)}}{h(x_i^{(n+1)}} \right) = \left( 1 - \frac{Q_{0n}}{2i \rho_0 Q_{0n} - z_n^2} \right) M_N^{(N)}(x_i^{(n+1)} - x_i^{(n)}) \left( \frac{q(x_i^{(n+1)}}{h(x_i^{(n+1)}} \right) = \left( M_N^{(N)}(x_i^{(n+1)} - x_i^{(n)}) + \sum_{n=1}^{N-1} s_n M_S(L_n, x_i^{(n)}) \max_{n=1,\ldots,N-1} (s_i^n) \right) \left( \frac{q(x_i^{(n)}}{h(x_i^{(n)}} \right)
\]
\[
= \left( M_N^{(N)}(x_i^{(n+1)}) + \sum_{n=1}^{N} s_n M_S(L_n, x_i^{(n)}) \max_{n=1,\ldots,N} (s_i^n) \right) \left( \frac{q(x_i^{(n)}}{h(x_i^{(n)}} \right).
\]

**Theorem 1.** Assume that the pipe has \( N \) leaks with locations \( x_i^{(n)} \) and sizes \( s_i^{(n)} \), \( n = 1, \ldots, N \), then the head and discharge at \( x_M \) \((x_N > x_M > \cdots > x_1)\) is
\[
\left( \frac{q(x_M)}{h(x_M)} \right) = \left( M_N^{(N)}(x_M) + \sum_{n=1}^{N} s_n M_S(L_n, x_i^{(n)}) \right) \left( \frac{q(x_i^{(n)}}{h(x_i^{(n)}} \right) + \max_{n=1,\ldots,N} (s_i^n).
\]

as \( \max_{n=1,\ldots,N} (s_i^n) \to 0. \)

**Proof.** The head and discharge at \( x_M \) is
\[
\left( \frac{q(x_M)}{h(x_M)} \right) = M_N^{(N)}(x_M - x_i^{(n)}) \left( \frac{q(x_i^{(n)}}{h(x_i^{(n)}} \right).
\]

By Lemmas 1 and 2, Eq. (10) can be directly obtained. \( \square \)

### 3.3. Numerical justification of Eq. (3)

In the following, the precision of the approximation given by Eq. (3) is investigated via numerical examples. A single pipe is considered; its characteristic is same as in Section 2. First, it is assumed that the pipe has three leaks at \( x_1^{(1)} = 400 \text{ m, } x_1^{(2)} = 520 \text{ m and } x_1^{(3)} = 800 \text{ m} \). The three leaks have the same size. Two cases of leak sizes \( C^A L_1 = 8 \times 10^{-4} \text{ m}^2 \) and \( C^A L_2 = 3 \times 10^{-4} \text{ m}^2 \) are considered; correspondingly, the ratio between the leak size and the pipe area is respectively \( C^A L_1 / A = 4 \times 10^{-3} \) and \( C^A L_2 / A = 1.5 \times 10^{-3} \). The frequency response function (FRF) at \( x_M = 1900 \text{ m} \) due to transient wave from the downstream valve is shown in Fig. 3(a). The solid line and the dash line are obtained from the transfer matrix method Eq. (1) and its linear approximation Eq. (3) respectively. In the case of large leak where \( C^A L_1 = 8 \times 10^{-4} \text{ m}^2 \), the shape of FRF is well-replicated but at resonant frequencies the error is relatively large. For the smaller leak size \( C^A L_1 = 3 \times 10^{-4} \text{ m}^2 \), the amplitudes at all frequencies are accurate. Similarly, the results of two cases of double-leak are displayed in Fig. 3(b) \( x_1^{(1)} = 400 \text{ m, } x_1^{(2)} = 520 \text{ m and } x_1^{(3)} = 400 \text{ m, } x_1^{(4)} = 460 \text{ m} \). In both cases, the FRF for the larger leak size \( C^A L_1 = 8 \times 10^{-4} \text{ m}^2 \) is better replicated using the linear approximation Eq. (3).

The average relative error (RE) of FRF with respect to leak size is also studied and plotted in Fig. 4. Here, the average RE is defined by
\[
\text{RE} = \frac{1}{3\omega_{0n} h} \int_{\omega_{0n}}^{3\omega_{0n}} \left| \frac{h(x_M, \omega) - h(x_M, \omega)}{h(x_M, \omega)} \right| d\omega,
\]
where \( h \) and \( h \) are pressure heads obtained from Eqs. (1) and (3), respectively. The three cases of leak locations are considered here again: (i) \( x_1^{(1)} = 400 \text{ m, } x_1^{(2)} = 520 \text{ m and } x_1^{(3)} = 800 \text{ m} \); (ii) \( x_1^{(1)} = 400 \text{ m and } x_1^{(2)} = 520 \text{ m} \); (iii) \( x_1^{(1)} = 400 \text{ m and } x_1^{(2)} = 460 \text{ m} \). In all three cases the approximation precision decreases as the leak size increases. However, for a small leak size (the main concern in the leakage detection problem), say \( C^A L_1 \approx 2 \times 10^{-4} \text{ m}^2 (C^A L_1 / A = 1 \times 10^{-3}) \), the approximation errors for all the three cases are acceptable: the average RE is always less than 2%. Furthermore, Fig. 4 also shows that
the three-leak case has a larger error than the other two cases. Besides, a larger distance between the two leaks introduces a slight increase of FRF error.

4. Maximum likelihood estimation of multiple leaks

4.1. Data model

In this section, multiple leaks are again estimated by the ML approach but this time in the presence of white noise. The head measurement at the station $x_m$ ($m = 1, \ldots, M$) near the downstream for the frequency $\omega_j$ ($j = 1, \ldots, J$) is assumed to follow the theoretical expression from Eq. (3) plus a noise term:

$$h(\omega_j, x_m) = h^NL(\omega_j, x_m) + \sum_{n=1}^{N} s^nG(\omega_j, x^n_m, x_m) + n_m,$$

wherein

Fig. 3. Frequency response function (head magnitude) at $x^M = 1900$ m obtained from the transfer matrix method (solid line) and the linearized model (dash line). The leak locations are (a) $x^L_1 = 400$ m, $x^L_2 = 520$ m and $x^L_3 = 800$ m; (b) $x^L_1 = 400$ m and $x^L_2 = 520$ m; (c) $x^L_1 = 400$ m and $x^L_2 = 460$ m. The leak size is $C^A L = 8 \times 10^{-4}$ m$^2$ (left) and $C^A L = 3 \times 10^{-4}$ m$^2$ (right). The pipe length is $l = 2000$ m.
the theoretical head that does not include the leak terms at the frequency $xU$ denoted by non-white noise, the signal can be whitened such that the white noise assumption is satisfied \[34\]. Note that the discharge at locations are (i) $x^i = 400$ m, $x^i = 520$ m and $x^i = 800$ m; (ii) $x^i = 400$ m and $x^i = 520$ m; (iii) $x^i = 400$ m and $x^i = 460$ m. The pipe length is $l = 2000$ m.

$$h^{NL}(xU_m) = -Z \sinh(\mu x_m)q(xU) + \cosh(\mu x_m)h(xU),$$

$$G(xL, xU, xM) = -\frac{\sqrt{2}Z \sinh(\mu (x_m - xL))}{\sqrt{2(H_{m}^{U} - z^m)}} (Z \sinh(\mu x_m)q(xU) - \cosh(\mu x_m)h(xU)).$$

and $n_{jm}$’s are independent random variables and follow Gaussian random distribution with 0-mean and variance $\sigma^2$. It is noticeable that the noise is assumed to be white noise, i.e., the power (variance) is constant with various frequencies. For non-white noise, the signal can be whitened such that the white noise assumption is satisfied \[34\]. Note that the discharge $q(xU)$ at the upstream node $xU$ can be estimated by adding a measurement station near the upstream boundary \[36,37\], denoted by $xU + \epsilon$, and assuming there is no leak between $xU$ and $xU + \epsilon$. Using the pressure head measurement $h(xU + \epsilon)$ at $xU + \epsilon$ and applying a boundary condition $h(xU)$ of head at $xU$, the discharge at the upstream node $q(xU)$ can be solved via

$$\frac{q(xU)}{h(xU)} = M^{NL}(-\epsilon) \left( \begin{array}{c} q(xU + \epsilon) \\ h(xU + \epsilon) \end{array} \right) = \left( \begin{array}{cc} \cosh(\mu \epsilon) & \frac{1}{2} \sinh(\mu \epsilon) \\ Z \sinh(\mu \epsilon) & \cosh(\mu \epsilon) \end{array} \right) \left( \begin{array}{c} q(xU + \epsilon) \\ h(xU + \epsilon) \end{array} \right).$$

that is,

$$q(xU) = \frac{\cosh(\mu \epsilon) h(xU) - h(xU + \epsilon)}{Z \sinh(\mu \epsilon)}.$$  

Let $\Delta h_{jm} = h(o_j, x_m) - h^{NL}(o_j, x_m)$ denote the head difference between the head measurement in the presence of leaks and the theoretical head that does not include the leak terms at the frequency $o_j$ and at the measurement station $x_m$, and denote

$$\Delta h = (\Delta h_{11}, \ldots, \Delta h_{1m}, \ldots, \Delta h_{JM})^T,$$

then we have the following equation:

$$\Delta h = G(x^l)s^l + n.$$

In this equation, $G$ is a $JM \times N$-dimensional matrix whose $n$-th column is

$$G_n(x^l) = (G(o_1, x^l, x_1), \ldots, G(o_j, x^l, x_1), \ldots, G(o_1, x^l, x_M), \ldots, G(o_j, x^l, x_M))^T,$$

$$x^l = (x^1, \ldots, x^K)^T, \quad s^l = (s^1, \ldots, s^K)^T,$$

and

$$n = (n_{11}, \ldots, n_{1m}, \ldots, n_{JM})^T.$$  

In the following, the data $\Delta h$ will be used to estimate the leak locations $x^l$ and sizes $s^l$.
4.2. Maximum likelihood estimation for leak locations and sizes

Since the vector of head difference $\Delta \mathbf{h}$ follows a $JM$-dimensional complex-valued Gaussian distribution, its probability density function (PDF) is

$$p(\Delta \mathbf{h}; \mathbf{x}_i, \mathbf{s}_i) = (\pi \sigma^2)^{-JM} \exp \left( -\frac{1}{\sigma^2} \| \Delta \mathbf{h} - G(\mathbf{x}_i)\mathbf{s}_i \|^2 \right).$$

(23)

Therefore, the log-likelihood function is

$$\log L(\mathbf{x}_i, \mathbf{s}_i; \Delta \mathbf{h}) = -JM \log(\pi \sigma^2) - \frac{1}{\sigma^2} \| \Delta \mathbf{h} - G(\mathbf{x}_i)\mathbf{s}_i \|^2.$$

(24)

The ML estimation of the parameters $\mathbf{x}_i$ and sizes $\mathbf{s}_i$ are obtained by maximizing Eq. (24):

$$\{\hat{\mathbf{x}}_i, \hat{\mathbf{s}}_i\} = \arg \max_{\mathbf{x}_i, \mathbf{s}_i} \log L(\Delta \mathbf{h}; \mathbf{x}_i, \mathbf{s}_i) = \arg \min_{\mathbf{x}_i, \mathbf{s}_i} \| \Delta \mathbf{h} - G(\mathbf{x}_i)\mathbf{s}_i \|^2.$$

(25)

For any $\mathbf{x}_i$, the corresponding estimate of $\mathbf{s}_i$ has the form of least square (LS) solution:

$$\hat{\mathbf{s}}_i = \left( G^H(\mathbf{x}_i)G(\mathbf{x}_i) \right)^{-1} G^H(\mathbf{x}_i)\Delta \mathbf{h}. \tag{26}$$

Therefore, by inserting Eq. (26) into Eq. (25), the estimate of $N$ leak locations are obtained:

$$\hat{\mathbf{x}}_i = \arg \min_{\mathbf{x}_i} \left\| \Delta \mathbf{h} - G(\mathbf{x}_i) \left( G^H(\mathbf{x}_i)G(\mathbf{x}_i) \right)^{-1} G^H(\mathbf{x}_i)\Delta \mathbf{h} \right\|^2 = \arg \max_{\mathbf{x}_i} \left( \Delta \mathbf{h}^H G(\mathbf{x}_i) \left( G^H(\mathbf{x}_i)G(\mathbf{x}_i) \right)^{-1} G^H(\mathbf{x}_i)\Delta \mathbf{h} \right). \tag{27}$$

The size estimates of the $N$ leaks are then obtained by

$$\hat{\mathbf{s}}_i = \left( G^H(\mathbf{x}_i)G(\mathbf{x}_i) \right)^{-1} G^H(\mathbf{x}_i)\Delta \mathbf{h}. \tag{28}$$

Finally, the multiple-leak identification algorithm using the ML approach is summarized in Algorithm 1.

**Algorithm 1.** Maximum likelihood approach for multiple-leak detection

1. Select $J$ frequencies $\omega_1, \ldots, \omega_J$;
2. Estimate the discharge at the upstream $q(x_{jm})$ from Eq. (17);
3. Calculate $h_{jm}$ at the $j$-th frequencies and $m$-th measurement station ($j = 1, \ldots, J, m = 1, \ldots, M$) via Eq. (14) and use the head differences $\Delta h_{jm}$ as the data;
4. Estimate the locations of the $N$ leaks by solving the maximization problem Eq. (27);
5. Estimate the size of the $N$ leaks from Eq. (28).

5. Analytical properties of the maximum likelihood leak detection

The analytical properties of the proposed ML method are introduced in this section. The equivalence to matched-field and matched-filter approaches is also presented.

5.1. Properties of maximum likelihood and Cramér-Rao lower bound

The proposed leak identification method inherits the properties of maximum likelihood estimation (MLE). More specifically, the estimates converge in probability to the actual leak positions and sizes and the variance of each estimator achieves the CRLB when the sample size tends to infinity [38]. The latter implies that the proposed estimator has the lowest mean squared error (MSE) for large sample size. A brief introduction of CRLB can be found in Appendix A. The CRLBs of leak locations and sizes, denoted as $\Theta = \{\mathbf{x}_i, \mathbf{s}_i\}$, are given by

$$\text{Cov}(\hat{\Theta}) \geq \text{CRLB}(\Theta) = (\Pi(\Theta))^{-1}, \tag{29}$$

in which $T$ is the sample size and $\Pi(\Theta)$ is the Fisher information matrix (FIM):

$$\Pi(\Theta) = \frac{1}{\sigma^2} \begin{pmatrix} \text{diag}(\mathbf{s}_i) & \mathbf{0} \\ \mathbf{0} & \mathbf{I}_N \end{pmatrix} \begin{pmatrix} (G^H(\mathbf{x}_i)G(\mathbf{x}_i))^\top + (G^H(\mathbf{x}_i)G(\mathbf{x}_i))^\top & (G^H(\mathbf{x}_i)G(\mathbf{x}_i))^\top \\ G^H(\mathbf{x}_i)G(\mathbf{x}_i)^\top & (G^H(\mathbf{x}_i)G(\mathbf{x}_i))^\top \end{pmatrix} \begin{pmatrix} \text{diag}(\mathbf{s}_i) & \mathbf{0} \\ \mathbf{0} & \mathbf{I}_N \end{pmatrix}. \tag{30}$$
The CRLBs of $\hat{x}_{Ln}$ and $\hat{s}_{Ln}$, which represent the minimum achievable MSE, are $n$-th and $(N + n)$-th diagonal elements of $CRLB(\Theta)$. The detailed derivation can be found in Appendix B.
Fig. 5 shows an example that plots $|G(\omega, \hat{x}, \hat{x}^M)|$ and $\frac{\partial^2 G(\omega, \hat{x}, \hat{x}^M)}{\partial \omega^2}$ as a function of normalized angular frequency $\omega/\omega_0$ at $x^M = 1980$ m and the leak location is $\hat{x}^L = 300$ m (the pipe length is $l = 2000$ m). Both plots have higher amplitude at resonant frequencies, implying that these frequencies bring more information and contribute more to leak detection precision than others, according to Eqs. (29) and (30). However, using more frequencies, as well as more sensors, pushes down the CRLB for both leak location and size estimators and is thus preferable.

In Fig. 6, another example is considered, wherein two leaks exist in a pipe. Fig. 6 plots the CRLBs for estimators of both leak locations $\hat{x}^L$ and $\hat{x}^S$ with respect to various leak distances. More exactly, the leak locations are $\hat{x}^L = 400$ m and $\hat{x}^S \in [402.600]$. The minimum wavelength of probing wave is 258 m. Note that when the two leaks are close to each other meaning that $|\hat{x}^L - \hat{x}^S| < \lambda_{\text{min}}/2$ (but greater than around 20 m), the CRLB stays at almost the same level (approximately 1 m), which implies that detecting reliably two very close leaks is inherent in the proposed ML method according to the convergence property of ML. When the distance between the two leaks tends to zero, the CRLB dramatically increases, which implies that two very close leaks cannot be localized accurately no matter which detection method is used. The reason is that in this case the measurement does not bring enough information (e.g., too narrow bandwidth of probing wave) for the desired parameter estimation. Note that the result in Fig. 6 is obtained with sample size $T = 1$. When more data are available, the CRLB, as well as the minimum resolvable distance between leaks, can be further decreased, which can be justified by Eq. (29). More detailed discussion and numerical analysis concerning the resolution (the capacity to separately estimate two close leaks) of leak characterization methods is presented in Section 6.

5.2. Equivalence to matched-field and matched-filter approaches

In the following, the proposed ML method is proved to be equivalent to the MFP and the matched-filter method [39–42] under the multi-leak model. This means that the proposed ML method equally maximizes the SNR and is thus robust with respect to noise. Note that the MFP and the matched-filter method mentioned in this section are different with the ones in Ref. [34] where a single leak is assumed in the model. More specifically, two parameters (location and size of the single leak) are estimated in Ref. [34], while 2N parameters are considered in the present paper.

MFP uses a weighting vector $w$ with unit norm ($||w|| = 1$) to match the measurement $\Delta h$ by maximizing

$$|B|^2 = |w^H\Delta h|^2 = w^H\Delta h^H w.$$  

By replacing $\Delta h$ by Eq. (19) and maximizing the expectation of Eq. (31), the optimal weight $w$ is obtained by

$$w = \arg \max_{w} E(|B|^2) = \arg \max_w \left( w^H Gs^i(s^i)^H w + \sigma^2 \right) = \arg \max_w \left| w^H (Gs^i) \right|^2 = \frac{Gs^i}{||Gs^i||}.$$  

The last equality holds due to the property of inner product. By inserting Eq. (32) into Eq. (31), the model parameters can be estimated:

$$\{\hat{x}^L, \hat{x}^S\} = \arg \max_{x^L, x^S} \frac{||\Delta h^H G(x^L, s^i)||^2}{||G(x^L, s^i)||^2}.$$  

Note that for any fixed $x^L$, the right hand side of Eq. (33) can be seen as maximizing a ratio of two quadratic forms of $s^i$, also known as the generalized Rayleigh quotient, which has the solution

$$s^i = \left( G^H(x^L)G(x^L) \right)^{-1} G^H(x^L)\Delta h.$$  

The derivation of Eq. (34) can be found in Appendix C. Inserting Eq. (34) into Eq. (33) results in the estimate of $x^L$:

$$x^L = \arg \max_{x^L} \frac{||\Delta h^H G(x^L) \left( G^H(x^L)G(x^L) \right)^{-1} G^H(x^L)\Delta h ||^2}{||G(x^L) \left( G^H(x^L)G(x^L) \right)^{-1} G^H(x^L)\Delta h ||^2} = \arg \max_{x^L} \Delta h^H G(x^L) \left( G^H(x^L)G(x^L) \right)^{-1} G^H(x^L)\Delta h.$$  

Therefore, the equivalence between the MLE and the MFP is proved.

The matched-filter approach applies a filter $w$ to the head difference

$$w^H \Delta h = w^H Gs^i + w^H n,$$

such that the SNR reaches its maximum, i.e., to find the optimal filter

$$w = \arg \max_w \frac{|w^H Gs^i|^2}{\sigma^2 ||w||^2} = \arg \max_w \frac{w^H Gs^i}{\sigma^2 ||w||^2} = \arg \max_w \frac{|w^H Gs^i|^2}{||w||^2}.$$
To obtain a non-trivial solution, the filter is assumed to have a unit norm, i.e., $||w|| = 1$, thus

$$w = \frac{Gs^T}{||Gs^T||},$$

(38)

which is identical to the optimal weight of MFP (Eq. (32)). The above presentation illustrates that the proposed ML approach minimizes the influence of noise and is thus robust in a noisy environment.

6. Numerical simulations

In this section, numerical examples are introduced, where the performance of the ML method based on the model of multiple leaks is compared with the MFP method based on the single leak model introduced in Ref. [34]. Note that the MFP is equivalent to the ML method with single-leak assumption. To avoid confusion in this section, MLE refers to the ML method based on the model of multiple leaks and MFP(1) refers to the ML method with single-leak model. The numerical simulation test system is shown in Fig. 1. The cases introduced in Fig. 2 are considered to illustrate the improvement of multiple-leak detection by the proposed method (i.e., MLE) over the MFP(1). Note that the wave propagation simulation in the forward problem is accomplished using the transfer matrix method while in the inverse problem the linearized model is used.

First, the case in Fig. 2(a) is considered, i.e., two leaks at $x^L_1 = 300$ m and $x^L_2 = 700$ m with sizes $s^L_1 = 1 \times 10^{-4}$ m$^2$ and $s^L_2 = 1.2 \times 10^{-4}$ m$^2$ (the relative leak size $C^d A^l / A = 0.5 \times 10^{-3}$ and $C^d A^l / A = 0.6 \times 10^{-3}$). The boundary condition $h(x^M) = 0$ is applied and $q(x^M)$ is calculated from Eq. (17) by measuring the head pressure at $x = 50$ m. The measurements from the other two transducers at $x = 1800$ m and $x = 1960$ m are used in the leak estimation process. Gaussian white noise with $\sigma$-mean is added to the head measurements from all three transducers ($x = 1800$, $x = 1960$ and $x = 50$). Here, the SNR is 10 dB, which is defined by

$$\text{SNR} = 20\log_{10}\left(\frac{\overline{||\Delta h||}}{\sigma} \right) = 20\log_{10}\left(\frac{\overline{s^d}}{\sigma C^d A^l} \right),$$

(39)

where $\overline{||\Delta h||}$ stands for the average head difference and $\sigma$ is the standard deviation of the Gaussian white noise. It can be seen from Eq. (39) that increasing SNR is equivalent to increasing the leak size $s^d$ or decreasing the noise standard deviation $\sigma$. Furthermore, the influence of the steady-state pressure head $H^0_n$ at $n$-th leak, which also affect the localization accuracy [24,43], can be equivalently quantified by varying SNR, since its square root is proportional to the leak size $s^d$ when $s^d = 0$ (cf. Eqs. (13) and (15)). Therefore, although this section shows the simulation results with varying SNR and fixed $s^d$ and $H^0_n$, their influences are equivalently quantified. The frequencies $\omega = \{(1 + 2)\omega_0 : \omega = 0, 0.02, 0.04, \ldots, 30\}$ are used. In the results obtained from MFP(1), the estimates of both leaks have slight errors (the two local maxima are at 295 m and 703 m in Fig. 2(a)). Fig. 7(a) displays the objective function of MLE (Eq. (27)) under the two-leak assumption, which reaches a maximum corresponding to the estimated locations of the leaks. The estimate is very close to the actual location, which is represented by the cross in the figure. The leak sizes are estimated via Eq. (28), being $s^L_1 = 1.025 \times 10^{-4}$ m$^2$ (the actual value is $1 \times 10^{-4}$ m$^2$) and $s^L_2 = 1.188 \times 10^{-4}$ m$^2$ (the actual value is $1.2 \times 10^{-4}$ m$^2$). Fig. 7(b) shows the comparison between the MLE (circles) and the actual values (lines) in terms of the leak location ($x$-axis) and size ($y$-axis). Since the results are affected by random error, particularly for low SNR, each simulation (from data generation to leak estimation) is repeated 30 times. Fig. 8 shows the root mean square error (RMSE) of localization using both methods with respect to various SNR ($-3$, $0$, $3$, $6$, $9$ dB), along with CRLB, which here is actually the square root of Eq. (29), i.e., the lower limit of RMSE. Here, RMSE is defined by

$$\text{RMSE}(x^l) = \left(\frac{\text{e}(x^l)}{\text{e}(x^l)^T} \right)^{1/2},$$

(40)

in which the overline stands for the average and $e(x^l)$ is the $L_2$-error between the actual and estimated locations of the leaks:

$$e(x^l) = ||x^l - x^\text{e}||_2 = \sqrt{(x^{l_1} - x^{\text{e}_1})^2 + (x^{l_2} - x^{\text{e}_2})^2}.$$

(41)

Note that Eqs. (40) and (41) have the dimension of length, which is deliberate because it helps to define the errors in physical units. It is clear that MFP(1) has a much larger error while MLE is very accurate with a RMSE less than 1 m for all SNRs and very close to the CRLB. The reason is that, as previously stated, the error of MFP(1) comes from not only the noise but also the imprecise (non-parameterized) model. It is remarkable that the RMSE of MLE can converge to the CRLB but it requires a large sample size; here, however, only one experimental result ($T = 1$) is used for leak detection, even so the RMSE is very close to the CRLB.

Next, two close leaks are considered, i.e., the case in Fig. 2(b), whose locations are $x^L_1 = 400$ m and $x^L_2 = 460$ m. The frequencies used for leak detection are the same as the previous case, implying that the minimum wavelength is $\lambda_{\text{min}} = 258$ m.
Fig. 7. Double-leak detection using MLE. The leak positions are (a,b) 300 m and 700 m and (c,d) 400 m and 460 m. Subfigures (a) and (c) plot the 2D objective function in Eq. (27). Subfigures (b) and (d) show the locations and sizes of actual (lines) and estimated (circles) leaks.

Fig. 8. Leak localization error using MFP(1) and MLE. The leak locations are $x_{L1} = 300$ m and $x_{L2} = 700$ m.
On the other hand, the leak distance is $|x_1 - x_2| = 60\text{m} = 0.23\lambda_{\text{min}}$. In this case, as indicated in Ref. [34] as well as the Nyquist-Shannon sampling theorem, since the distance between the two leaks is less than the half minimum wavelength, MFP(1) cannot separately identify the two leaks (cf. Fig. 2(b)). However, it is clear that the MLE is not limited by this minimum resolvable range and returns a super-resolution estimate: as is illustrated in Fig. 7(c) and (d), in this case ($|x_1 - x_2| < \lambda_{\text{min}}/4$) both the locations and sizes of the two leaks are accurately estimated.

Fig. 9(a) shows the leak localization error with respect to various SNR and leak distances $|x_1 - x_2| = 0.08\lambda_{\text{min}}, 0.15\lambda_{\text{min}}, 0.23\lambda_{\text{min}}$, and $0.46\lambda_{\text{min}}$. Again, the RMSE is shown in the figures and is obtained from 30 simulation results. The CRLB (corresponding to the lower bound of RMSE as in the previous example) for the case $|x_1 - x_2| = 0.46\lambda_{\text{min}}$ is also shown; actually the CRLBs for all the four cases are very close, thus only one of them is shown. For any leak location, the localization error increases as SNR decreases. Also, for a given SNR, decreasing the distance between the two leaks increases the localization error, which implies that a shorter distance results in a more sensitive localization result with respect to error. However, the error for the range $|x_1 - x_2| > 0.15\lambda_{\text{min}}$ is acceptable: RMSE is less than 10 m even for a very low SNR of $-3\text{ dB}$. A further advantage of the proposed method is that it is not limited to resonant frequencies but can use...
any measured frequencies generated by the transient wave. Fig. 9(b) displays the localization error where only resonant frequencies $\omega = \{(1 + \alpha)\omega_0 : \alpha = 0, 2, 4, \ldots, 30\}$ are used. In this case, the localization error is obviously higher than the previous case since less information from the measurement is used, which can also be inferred from the higher CRLB. The RMSE of leak size estimation is also shown in Fig. 9(c) and (d). Similar to the leak location estimation, in those cases having a leak distance greater than 0.15$\lambda_{\min}$ and for which frequencies $\omega = \{(1 + \alpha)\omega_0 : \alpha = 0, 0.02, 0.04, \ldots, 30\}$ are used, the estimation error is acceptable for all the SNRs. However, the estimation error using only resonant frequencies is larger than when using more frequencies, since less information is used in the parameter estimation. Furthermore, the RMSE of the leak size estimate is relatively further away from the corresponding CRLB than the leak location estimate. One possible reason is that the proposed ML approach independently estimates the leak location first and then uses the result of the first step to decide the leak size, therefore the error in the first step is possibly magnified in the second step.

Fig. 10. Two ML identification results of double leaks. The leak locations are $x^L_1 = 400$ m and $x^L_2 = 420$ m and the leak sizes are $s^L_1 = 1 \times 10^{-4}$ m$^2$ and $s^L_2 = 1.2 \times 10^{-4}$ m$^2$. The lines and circles stand for the actual and estimated leaks, respectively.

Fig. 11. Leak localization error with respect to leak size $C^d A^L$. The distance between the two leaks are 0.46$\lambda_{\min}$ (left) and 0.23$\lambda_{\min}$ (right).
It is somewhat remarkable that a large error of leak localization or size estimation does not always mean a useless result. Fig. 10 shows two leak identification results (with two specific realizations of random error) that plot leak location and size estimates, wherein SNR = −3 dB and leak distance is 0.08λmin. In both cases, the L2-error of leak localization computed from Eq. (41) is respectively 110 m and 526 m, the relative error (RE) of leak size estimation computed from

\[
RE(s^L_k) = \frac{1}{60} \sum_{n=1}^{30} \left[ \left( \frac{s^L_{n1} - s^L_{11}}{s^L_{11}} \right)^2 + \left( \frac{s^L_{n2} - s^L_{12}}{s^L_{12}} \right)^2 \right]^{1/2}
\]

is respectively 82% and 100%. However, in both figures one leak estimate with high amplitude locates between the two actual leaks (represented by the crosses) and the other leak estimate has a low amplitude and thus can be neglected. This result implies that the two leaks are not separated (i.e., a poor resolution) but replaced by a large leak estimate (the estimated size is approximately equal to the sum of the sizes of the two actual leaks) in between.

Finally, in order to justify the leak detection accuracy due to the model linearization Eq. (3), the localization error with respect to various leak size is investigated. The result is shown in Fig. 11 for leak distance equal to 0.46λmin (x^L1 = 400 m and x^L2 = 520 m) and 0.23λmin (x^L1 = 400 m and x^L2 = 460 m). The SNR is set to be relatively large, being 30 dB, to ignore the influence of random error. For realistic leak sizes the localization error is always acceptable; even for a very large size C^dA^L ≤ 2 × 10⁻³ m² (the relative leak size is C^dA^L/A = 1 × 10⁻²) the L²-error is less than 5 m for both cases. It is interesting that in the case of shorter distance (0.23λmin) between the two leaks, the localization error is larger, although the modeling error due to linearization is smaller (cf. the dash line and the solid line in Fig. 4), which implies that a shorter leak range leads to a more sensitive leak localization with respect to modeling error.

7. Conclusions

This paper proposes a maximum likelihood (ML) approach for identifying multiple leaks in a water-filled pipeline based on inverse transient wave theory. The key findings are summarized below.

- The analytical solution of the multi-leak problem involves nonlinear interaction terms between the various leaks. This paper shows analytically and numerically that these nonlinear terms are of the order of the leak sizes to the power two. Therefore, the leak-leak interaction terms are relatively small and thus negligible.
- The fact that the leak-leak interaction terms are negligible is then exploited in the formulation of a ML scheme that identifies leak locations and leak sizes separately and sequentially.
- It is found that the ML estimation scheme is highly efficient and robust with respect to noise. In addition, the ML method is a super-resolution leak localization scheme because its resolvable leak distance (approximately 0.15λmin (λmin is the minimum wavelength)) is below the Nyquist-Shannon sampling theorem limit (0.5λmin).
- The Cramér-Rao lower bound (CRLB) is derived and used to show the efficiency of the ML estimates. The variance of the ML estimator approximates the CRLB proving that the ML scheme belongs to class of best unbiased estimator of leak localization methods.
- The ML scheme maximizes the signal-to-noise ratio (SNR). In addition, it uses the full information in the measured signal (i.e., it uses all available frequencies, not just resonant frequencies).
- The fact that this class of schemes deals with noise and searches for leaks by maximizing the SNR is an important first step to applying TBDM to real-world systems in the field where noise from various sources (traffic, turbulence, mechanical devices, construction activities, etc) is ubiquitous.

Future work may be conducted in several directions. In real field application, the existence of uncertainties makes the leak detection more difficult. The current work provides a systematic framework for handling uncertainties when their distribution is known. In practice, the distribution of uncertainties that originate from lack of knowledge of system’s topology and behavior of its devices, numerical and modeling errors, noise from traffic and other sources, and imprecise measurement of wave speed, friction factor and steady-state discharge is generally not known. Therefore, further progress requires efforts in studying the various uncertainties that could affect the leak detection. Furthermore, in the numerical examples in this paper, only the case of two-leak is considered, where the leak localization can be accomplished by plotting the two-dimensional likelihood function. In the case of high leak number, optimization problem has to be solved and other techniques are desired to decrease the computational complexity and cost. This issue is currently under development by the authors.
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Appendix A. Fisher information and Cramér-Rao lower bound

In the parameter estimation theory, Fisher information is a measure of information. More specifically, for a random variable $X$ with PDF $p(x|\theta)$, the information of a sample of data that can provide about the unknown parameter $\theta$ is quantified by its Fisher information, which is defined by

$$I(\theta) = -\mathbb{E} \left( \frac{d^2 \log p(x|\theta)}{d\theta^2} \right) = -\int \frac{d^2 \log p(x|\theta)}{d\theta^2} p(x|\theta) dx.$$  \hspace{1cm} (A.1)

Furthermore, this information determines the lower bound of the variance of an estimator of $\theta$. If $\hat{\theta}$ is an unbiased estimator of $\theta$, i.e., $E(\hat{\theta}) = \theta$, then

$$\text{Var}(\hat{\theta}) \geq \frac{1}{I(\theta)}.$$  \hspace{1cm} (A.2)

The right hand side of the above equation is known as CRLB.

For the case of multiple unknown parameters, denoted as $\Theta = (\theta_1, \ldots, \theta_N)$, the sample information is described by the Fisher information matrix (FIM):

$$I(\Theta) = -\mathbb{E} \left( \frac{d^2 \log p(x|\Theta)}{d\Theta^2} \right) = -\left( \int \frac{d^2 \log p(x|\Theta)}{d\theta_1 d\theta_2} p(x|\Theta) dx \right)_{n_1=1,n_2=1}^{N,N}.$$  \hspace{1cm} (A.3)

Similarly, CRLB for the covariance matrix is obtained from FIM:

$$\text{Cov}(\hat{\Theta}) \geq (II(\Theta))^{-1}.$$  \hspace{1cm} (A.4)

Appendix B. Derivation of CRLB of leak location and size estimators

The log-likelihood function Eq. (24) is written as

$$\log L(x^i, s^i; \Delta h) = -JM \log (\pi \sigma^2) - \frac{1}{\sigma^2} \left\| \Delta h - \sum_{n=1}^{N} G_n(x^n)s^n \right\|^2 = -JM \log (\pi \sigma^2) - \frac{1}{\sigma^2} \left( \Delta h^H \Delta h - \sum_{n=1}^{N} G_n^H(x^n) s^n - \sum_{n=1}^{N} G_n^H s^n \right) \Delta h + \sum_{n=1}^{N} \sum_{n'=1}^{N} s^n s^{n'} G_{nn'}^H G_{nn'}.$$  \hspace{1cm} (B.1)

If $n_1 \neq n_2$,

$$\frac{\partial^2 \log L}{\partial x_{n_1} \partial x_{n_2}} = -\frac{1}{\sigma^2} s_{n_1} s_{n_2} \left( (G_{n_1}^H)^H G_{n_2} + (G_{n_2}^H)^H G_{n_1} \right)$$  \hspace{1cm} (B.2)

and

$$\mathbb{E} \left( \frac{\partial^2 \log L}{\partial (x^n)^2} \right) = -\frac{1}{\sigma^2} \mathbb{E} \left( -\Delta h^H G_{n_1} s_{n_1} - (G_{n_1}^H s_{n_1})^H \Delta h + (s_{n_1}^H d^2 f(x^n)/d(x^n)^2 s_{n_1}) \right) = -\frac{1}{\sigma^2} \left( -G_{n_1}^H \Delta h s_{n_1}^2 - G_{n_1}^H s_{n_1}^2 G_{n_1}^H G_{n_1} + s_{n_1}^H G_{n_1} G_{n_1}^H s_{n_1} + s_{n_1}^2 \left| G_{n_1} \right|^2 \right)$$  \hspace{1cm} (B.3)

therefore

$$\mathbb{E} \left( \frac{\partial^2 \log L}{\partial (x^n)^2} \right) = -\frac{1}{\sigma^2} \text{diag}(s^n) \left( (G^n)^H G^n + ((G^n)^H G^n)^T \right) \text{diag}(s^n),$$  \hspace{1cm} (B.4)

in which $G^n = (\frac{dG_n(x^n)}{dx_1}, \ldots, \frac{dG_n(x^n)}{dx_N})$ and $\text{diag}(s^n)$ is a diagonal matrix with diagonal elements $s_1, \ldots, s_N$.

For any $n_1$ and $n_2$,

$$\frac{\partial^2 \log L}{\partial s_{n_1} \partial s_{n_2}} = -\frac{1}{\sigma^2} \left( G_{n_1} G_{n_2} + G_{n_2} G_{n_1} \right),$$  \hspace{1cm} (B.5)
and maximizing it:

\[ \frac{\partial^2 \log \mathcal{L}}{\partial (s^i)^2} = -\frac{1}{\sigma^2} \left( G^H G + \left(G^H G\right)^\top \right). \]  

(B.6)

If \( n_1 \neq n_2 \),

\[ \frac{\partial^2 \log \mathcal{L}}{\partial x^n \partial s^{i_n}} = -\frac{1}{\sigma^2} \frac{\partial^2 \rho}{\partial x^n} \left( (G_n)^H (G_m + G_n^H G_n) \right), \]

(B.7)

and

\[ \frac{\partial^2 \log \mathcal{L}}{\partial x^n \partial s^j} = \begin{cases} -\Delta h^H G_n - (G_n)^H \Delta h + (G_n)^H (G_n + (G_n)^H G_n + (G_n)^H G_n + s^k G_n^H G_n) \end{cases} \]

\[ = -\frac{1}{\sigma^2} \frac{\partial s_n}{\partial x} \left( (G_n)^H G_n + G_n^H G_n \right). \]

Therefore

\[ \frac{\partial^2 \log \mathcal{L}}{\partial s^i \partial s^j} = -\frac{1}{\sigma^2} \text{diag}(s^i) \left( (G^H G + \left(G^H G\right)^\top) \right) \]

(B.9)

and

\[ \frac{\partial^2 \log \mathcal{L}}{\partial s^i \partial x^n} = -\frac{1}{\sigma^2} \left( G^H G + \left(G^H G\right)^\top \right) \text{diag}(s^i). \]

(B.10)

Denote \( \Theta = \{x^i, s^i\} \), by Eqs. (B.4), (B.6), (B.9), (B.10), the FIM is obtained:

\[ I(\Theta) = \begin{bmatrix} \sigma^2 \rho & 0 \\ 0 & I_N \end{bmatrix} \begin{bmatrix} \frac{\partial^2 \log \mathcal{L}}{\partial x^n \partial s^i} & \frac{\partial^2 \log \mathcal{L}}{\partial x^n \partial s^j} \\ \frac{\partial^2 \log \mathcal{L}}{\partial s^i \partial x^n} & \frac{\partial^2 \log \mathcal{L}}{\partial s^i \partial s^j} \end{bmatrix} \begin{bmatrix} \sigma^2 \rho & 0 \\ 0 & I_N \end{bmatrix}^{-1}. \]

(B.11)

Thus, the CRLB of \( \Theta \) estimator reduces to

\[ \text{CRLB}(\Theta) = (TI(\Theta))^{-1}. \]  

(B.12)

Here, \( G_n(x^n) \) is obtained from the derivative of Eqs. (20) and (15). Assume that \( z_0^* = 0 \), i.e., the pipe is in the same horizontal plane, and \( H_0^* = H + (H_D - H_D) x^n / l \), then each entry of \( G_n(x^n) \) is

\[ \frac{G_n(x^n, x_m, x_m)}{dx^n} = \frac{\sqrt{gZ} q(x^n)}{\sqrt{2H_0^*}} \sinh (\mu(x_m - 2x^n)) \left( -\mu + \frac{H_D - H_D}{4H_0^*} \sinh (\mu x^n) \right). \]

(B.13)

Appendix C. Derivation of leak size estimate of MFP

The proof of Eq. (34) is given here. Denote

\[ v = G(x^i) s^i, \]

(C.1)

where \( G \) is an \( Mf \times N \) matrix. Assuming that \( Mf > N \), then the left pseudo inverse of \( G \) is

\[ G_{left} = (G^H G)^{-1} G^H, \]

(C.2)

thus

\[ s^i = G_{left} v = (G^H G)^{-1} G^H v. \]

(C.3)

For any fixed \( x^i \), the optimal \( s^i \) is obtained by inserting Eqs. (C.1) and (C.3) into the denominator and numerator of Eq. (33) and maximizing it:
The last equality holds due to Cauchy-Schwarz inequality and \((\cdot, \cdot)\) stands for inner product.
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